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Abstract— In this paper we present a signaling protocol for 

QoS differentiation suitable for optical burst switching networks. 
The proposed protocol is a two-way reservation scheme that 
employs delayed and in-advance reservation of resources. In this 
scheme delayed reservations may be relaxed, introducing a 
reservation duration parameter that is negotiated during call 
setup phase. This feature allows bursts to reserve resources 
beyond their actual size to increase their successful forwarding 
probability and is used to provide QoS differentiation. The 
proposed signaling protocol offers a low blocking probability for 
bursts that can tolerate the round-trip delay required for the 
reservations. We present the main features of the protocol and 
describe in detail timing considerations regarding the call setup 
and the reservation process. We also describe several methods 
for choosing the protocol parameters so as to optimize 
performance and present corresponding evaluation results. 
Furthermore, we compare the performance of the proposed 
protocol against that of two other typical reservation protocols, a 
Tell-and-Wait and a Tell-and-Go protocol. 
 

Index Terms— Optical burst switching, signaling protocol, 
optical networks, Quality of Service. 

I. INTRODUCTION 
witching in core optical networks is currently performed 
using high-speed electronic or all-optical circuit switches. 

Switching with high-speed electronics requires optical-to-
electronic (O/E) conversion of the data stream, making the 
switch a potential bottleneck of the network: any effort 
(including parallelization) for electronics to approach the 
optical speeds seems to be already reaching its practical limits. 
Furthermore, the store-and-forward approach of packet-
switching does not seem suitable for all-optical 
implementation due to the lack of practical optical Random-
Access-Memories to buffer and resolve contentions. Circuit 
switching on the other hand, involves a pre-transmission delay 
for call setup and requires the aggregation of microflows into 
circuits, sacrificing the granularity and the control over 
individual flows and their QoS requirements. Especially for 
bursty traffic, circuit switching is known to be inefficient. 
 
 

Optical burst switching (OBS) [1] has been introduced to 
combine the advantages of both packet and circuit switching 
and is considered a promising technology for the next 
generation optical Internet. An OBS network consists of a set 
of optical core routers and edge routers. An optical burst is 
constructed at the network edge, by aggregating a number of 
variable size packets. In general, each edge router maintains a 
separate (virtual) queue for each Forwarding Equivalence 
Class (FEC) to hold the data packets that belong to that FEC 
until a burst is formed (A FEC is defined from a source-
destination pair and optionally from a set of Quality-of-
Service requirements). 

A number of signaling protocols [2]-[10] and QoS schemes 
[12]-[17] for OBS networks have been proposed so far. The 
signaling schemes found in the literature can be categorized 
into two main classes: two- and one-way protocols. In two-
way reservation schemes (also called Tell-and-Wait), end-to-
end connections are fully established before the transmission 
of any data can start, while resources at intermediate nodes are 
reserved immediately upon the arrival of the SETUP packet at 
these nodes. Recent research efforts like the WR-OBS [2],[3], 
have shown that such reservation schemes can enable the 
implementation of a bufferless core network with limited node 
wavelength conversion capability by moving the processing 
and buffering operations at the edge.  

In one-way reservation schemes (also called Tell-and-Go), 
a setup packet is sent in advance over the path, preceding the 
arrival of the burst by a small time offset. This minimizes the 
pre-transmission delay, but can result in high burst dropping 
probability. A number of one-way reservation schemes have 
been proposed for OBS networks, including the Ready-to-Go 
Virtual Circuit protocol [6], Just-Enough-Time (JET) [7], 
Horizon [8],[9] and Just-In-Time (JIT) [5],[10]. The 
differences among these variances lie mainly in the time 
instances that determine the allocation and the release of the 
resources. Furthermore, for the one-way schemes that employ 
delayed reservations, sophisticated channel scheduling and 
void filling algorithms have been proposed to resolve 
contentions and efficiently utilize the available bandwidth [9], 
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[11]. Although very promising, one way schemes rely on 
wavelength conversion to resolve contentions, which poses 
specific hardware requirements, raising issues such as node 
scalability, size and cost.   

In order to enable QoS provision and service differentiation 
in OBS networks various one-way schemes have been 
introduced, including the JIT offset-time-based scheme that 
uses time offsets to isolate different classes of traffic [13], the 
composite-burst assembly scheme that mixes traffic classes 
during burst assembly and provides QoS via prioritized burst 
segmentation [14], the preemptive wavelength reservation 
mechanism, where each class is associated with a predefined 
usage limit [15], the early dropping mechanism that randomly 
drops bursts depending on their class [16], and finally the FRR 
scheme, where burst length prediction is combined with the 
JIT offset-time-based scheme [17].  

Having identified the major advantages and weaknesses of 
the two complementary classes of protocols, hybrid signaling 
schemes have been especially designed to combine features 
from both classes. [4] introduces a hybrid scheme that 
employs Tell-and-Wait reservations up to an intermediate 
node followed by an (unacknowledged) one-way reservation 
process until the egress node. This hybrid protocol provides a 
trade-off between burst loss and delay (by selecting the 
intermediate node) and thus enables QoS differentiation. 

In this paper, we propose the Efficient Burst Reservation 
Protocol (abbreviated EBRP). EBRP is suitable for bufferless 
Optical Burst Switching networks and exploits the advantages 
of both classes of protocols to achieve efficient burst-level 
reservations and to provide QoS differentiation. EBRP is a 
two-way scheme, but, unlike typical Tell-and-Wait schemes, 
reserves resources only for a given duration (timed/delayed 
reservation) similarly to the one-way schemes. However, in 
the EBRP protocol delayed reservations may be “relaxed”, 
through the introduction of a reservation duration parameter 
that may exceed the burst duration. EBRP uses this feature to 
increase the successful forwarding probability and also to 
provide service differentiation by assigning different 
reservation duration parameters to different classes of traffic. 
The performance results we obtained show that the proposed 
scheme gives a low dropping probability for bursts that can 
tolerate the round trip delay required by the two-way 
reservation process.  

The remainder of the paper is organized as follows. Section 
II describes the main features of the protocol, while Section 
III describes in detail the burst reservation process and the 
corresponding timing considerations. Section IV presents 
various methods of choosing the parameters of the protocol. 
Section V presents the parameters optimization results, 
assesses the protocol performance by comparing it to that of 
typical Tell-and-Wait and typical Tell-and-Go schemes, and 
investigates its performance when multiple classes of service 
are employed. 

II. PROTOCOL MAIN FEATURES 
The challenges in optical burst switching networks that 

employ no or minimum buffering in the core, is how to 
achieve efficient usage of resources (that is, to consume the 
reserved resources only when they are actually needed) and 
how to provide class differentiation, with limited control plane 
overhead. In order to achieve these objectives, the EBRP 
protocol employs two basic features to schedule the bursts: In-
Advance Reservations and Relaxed Delayed Reservation. 

With In-Advance Reservations EBRP can reserve capacity 
in the future, at the first time it becomes available, if it is not 
available when requested. If sufficient available capacity 
cannot be found within the maximum delay requirements of 
the burst, the request is rejected. By allowing future 
reservations, bursts have higher probability of being 
scheduled in a setup phase, avoiding the control overhead and 
delay associated with call setup repetition. 

With Relaxed Delayed Reservations, outgoing capacity is 
reserved for some specific duration and released after the data 
has passed through the node. Unlike [7], however, in EBRP 
the requested reservation period may exceed the actual burst 
transmission time during the call setup phase, in order to 
increase the acceptance probability at subsequent nodes. In 
this case the strict time requirements are restored during the 
acknowledge phase. The extra reservation duration at an 
intermediate node facilitates the scheduling of the burst in the 
time domain at downstream nodes. By controlling the degree 
of reservation flexibility, EBRP can provide QoS 
differentiation.  

In order to employ these mechanisms, the burst size has to 
be known and communicated during the connection setup 
process. Moreover, in order to schedule or reject new 
requests, each node has to be aware of its own resource 
availability by maintaining a capacity utilization profile of its 
outgoing links.  

The proposed two-way scheme employs two control 
packets for call setup, namely: a SETUP and an 
ACK/REJECT packet. The SETUP packet is transmitted from 
source to destination and is used for resource negotiation. If 
the reservation is successful, an ACK message is sent back to 
the source to confirm the delayed reservation. The ACK 
packet is a replica of the SETUP packet, when the latter 
reaches its destination node, and communicates to 
intermediate nodes the (agreed) time intervals for which the 
resources have been allocated. On the contrary, if the 
reservation process is blocked at an intermediate node, a 
REJECT packet is generated and sent backwards to release the 
capacity reserved at intermediate nodes and notify the source. 
The use of delayed reservations relieves the network from the 
additional control plane overhead associated with the tearing 

L1 L2 … Lh D I STID RD TO

Figure 1: The different fields of the SETUP packet 
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down of the reservations.   
Figure 1 shows the fields of the SETUP packet in the EBRP 

protocol. The path of the SETUP packet can be specified as a 
sequence of link identifiers L1,L2,…,Lh, corresponding to the 
links that this packet must traverse (source routing). Each 
node reads the first link identifier to determine the outgoing 
link to which it should be routed, and cyclically rotates the 
link identifiers so that the one just read becomes last. Basic 
fields of the SETUP packet that must be communicated to all 
nodes is the relaxed reservation duration RD, the information 
size I, the requested starting time ST, the time-offset TO and 
the delay tolerance D: 
 The start time field ST specifies the time at which the 
reservation of capacity for the specific outgoing link should 
begin. ST is relative to the arrival time of the SETUP packet 
at the node. Therefore, the ST field is initially set equal to 
the round trip delay time (TRTT) and is updated at the 
intermediate nodes according to their resource availability, 
as described in the following section. 
 The time-offset field TO contains the time, following the 
reception of the ACK packet at the source, after which the 
source should start transmitting the burst. The TO field is 
updated at every node in a way to be described later. 
 The information size field I specifies the amount of 
information (in bits) that will be transmitted. 
 The delay tolerance D specifies the maximum allowable 
delay for the burst. Clearly, we must have D > TRTT, 
otherwise the requested transmission cannot be served 
within the desired deadline over that path. 
 The reservation duration time field RD specifies the 
maximum time period following ST, during which the 
specific outgoing link should be reserved. The RD field has 
to be set at least equal to the burst transmission time (Tdata= I 
/ C, where C is the link capacity), but it can be larger than 
that. The RD field provides control over the allowed degree 
of the delayed reservation mechanism. For example, if the 
RD field is initially set equal to the burst transmission time 
Tdata , then resources are reserved exactly for the time 
needed, while when RD exceeds the burst transmission time, 
a more “relaxed” delayed reservation is made, providing 
more flexibility for the reservations that have to be made at 
downstream nodes. If a SETUP packet reserves bandwidth 
at a link for a duration larger than the burst transmission 
time, it is given a higher probability of reserving at least the 
minimum required duration at subsequent, downstream 
nodes. The actual reservation period is restored to the burst 
transmission time Tdata during the acknowledgement phase. 
The way the RD field is updated is presented in the 
following section. 

III. BURST RESERVATION PROCESS  
Figure 2 illustrates the timing considerations of the EBRP 

protocol, where a set up process is instantiated between nodes 
S0, S1, S2 and Sh. In particular, Figure 2 (a) illustrates the case 
when a request is blocked at an intermediate node, while 
Figures 2 (b) and (c) show the call setup and acknowledgment 

phases of a successful reservation. 
Let STi-1, TOi-1, RDi-1 be the values of the fields ST, TO, RD 

when the SETUP packet reaches node Si (i=1,2,...,h-1). When 
node Si receives the SETUP packet, it finds the first time ti

start 
relative to the SETUP packet arrival that 1−≥ i

i
start STt , and 

enough residual capacity is available to accommodate the 
burst. In order to do so, capacity should be available for the 
time period [ ]data

i
start

i
start Ttt +,  and 11 −− +≤+ iidata

i
start RDSTTt . 

 We denote 1
i

i start it STδ −= − , where 0≥iδ . If a i
startt  that 

satisfies the above requirements can be found, node Si 
reserves the resources starting from time ii

i
start STt δ+= −1  

up to time ( )[ ]i
availableii

i
end tRDSTt ,min 11 −− += . We denote 

by i
availablet  the time that capacity stops to be available due 

to reservations made by other bursts.  
 In the case that 

11 −− +>+ iidata
i
start RDSTTt  the request is 

blocked and a REJECT packet is sent over the reverse 
path to release the reserved resources and notify the 
source.  
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Figure 2: Timing considerations in the proposed signaling scheme.  
(a) Blocked call setup phase at an intermediate node, (b) successful end-
to-end call setup and (c) acknowledgement phase, where the excess 
resources are released. 
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In the case of a successful reservation, node Si updates the 
fields of the SETUP packet and forwards it to the next node. 
In particular, it updates the reservation starting time, time 
offset and reservation duration fields carried by the SETUP 
packet as follows:   

                           iii STST δ+= −1 ,     (1) 
                          iii TOTO δ+= −1 ,     (2) 
                       ( )iiii RDRD σδ +−= −1 .     (3) 

where ( )[ ]( )i
availableiii tRDST −+= −− 11,0maxσ  . In other words 

σi corresponds to the decrease of the reservation duration field  
at the trailing edge due to other reservation, while in total the 
RDi field is decremented by σi + δi. 

In Figure 2 (a), the first node S1 on the path finds that the 
earliest time at which enough bandwidth is available is an 
offset time δ1 later than the time it was requested, it updates 
the [ST, TO, RD] fields, from [TRTT, 0, RD0] to  [TRTT +δ1, δ1, 
RD0–(δ1 +σ1)] and forwards the SETUP to node S2. Similarly, 
node S2 finds that the earliest time at which resources are 
available is after an offset time δ2. However, reservation (void 
filling in this case) cannot be performed since no period of 
duration Tdata exists and S2 drops the request. In the example 
depicted in Figure 2 (b), S2 finds adequate capacity beyond the 
δ2 time offset and grants the request. In the acknowledgement 
phase (Figure 2 (c)) the excess resources reserved at nodes S1 
and S0 are released. 

When the SETUP packet arrives at the last core node prior 
to the egress router, there is no need to reserve resources 
beyond the burst duration (assuming that the egress router is 
commissioned only to buffer and disassemble the bursts). 
Thus, node Sh-1 (node S2 in Figure 2) reserves resources only 
for duration equal to the burst transmission time that is for the 
period: [ ]data

h
start

h
start Ttt +−− 11 , . 

The SETUP packet that reaches the egress router has 
accumulated all the time offsets δi issued by the intermediate 
nodes and therefore STh-1 determines the earliest transmission 
starting time for which resources are available. The 
destination node Sh (possibly after checking for the 
availability of adequate memory to store the specified burst 
size), acknowledges the successful reservations by sending an 
ACK packet back to the source. The ACK packet contains the 
fields:  

 

∑
−

=
− =

1

0
1

h

i
ihTO δ ,      (4) 

                              ∑
−

=
− +=

1

0
1

h

i
iRTTh TST δ        (5) 

Upon receiving the ACK packet, the intermediate nodes 
retrieve the agreed transmission starting time STh-1, update 
their reservations to exactly match the transmission of the 
burst duration time Tdata (enforcing/restoring strict delayed 
requirements), and release the remaining of the resources. 
Upon receiving the ACK packet, the source waits for time 
equal to TO and begins transmission. Note that by the way the 

reservations were made, if the source starts transmitting the 
burst at a time TO after the reception of the ACK packet, the 
burst is guaranteed to find available capacity for duration 
equal to Tdata at all intermediate links of the path when it 
arrives at these links. 

If buffering at the destination node of the core network is 
also a limited resource, a (timed/delayed) buffer reservation 
also has to be made. The buffer required at the destination 
node can be viewed as the last leg of the reservation and can 
be treated in the same way bandwidth is treated. 

IV. RESERVATION DURATION FUNCTIONS 
The reservation duration (RD) field carried in the SETUP 

message depends on the resource availability windows found 
by the SETUP message at previous nodes. During the 
downstream propagation of the SETUP packet, the RD field is 
trimmed down and is finally set equally to the burst 
transmission time. If an intermediate node cannot grant 
capacity for a period at least equal to the burst transmission 
time Tdata inside the specified RD period, the setup process is 
rejected. Large values of the RD increase the flexibility in the 
reservation process and provide higher probability of 
reserving at least the minimum required duration at 
subsequent nodes. For traffic differentiation, each Class of 
Service (CoS) can be mapped to a different RD value, or more 
general to a different RD function. Initializing the RD field 
with a large value for a certain FEC increases the priority of 
that FEC at the expense, however, of a degradation in the 
performance experienced by other FECs. 

The initial value of the RD field should not be a static per 
FEC parameter, but has to depend on the burst size and the 
number of hops, since these parameters affect the trimming 
process of the RD window during the reservation process. We 
have studied various functions that can be used for selecting 
the initial value of the RD field, including the following 
functions:  
                  1,),( ≥⋅= kTkhTRD datadata ,     (6) 
                  0,),( ≥⋅= nhThTRD n

datadata
,       (7) 

                  0,)1(),( ≥+⋅= θθ h
datadata ThTRD      (8) 

where k, n and θ are constant parameters, h is the number of 
hops on the path to be followed, and Tdata is the burst 
transmission duration. Alternatively, we can introduce a 
parameter h(i) which is initialized with h and decremented 
adaptively after each hop of the reservation process (in this 
case we have to recompute the RD on every hop). 

Depending on the function used, and the choice of the 
parameters k, n and θ, different reservation policies can be 
enforced. For example, in order to preferably serve bursts that 
traverse a large number of hops (such requests have a lower a 
priori probability of successfully reserving all the required 
resources) we can use the function of Eq. (7) with n>0, or the 
function of Eq. (8) with θ>0.  

The effect of the choice of the RD function and the 
corresponding parameters on throughput performance 
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(average overall performance, or performance for bursts that 
traverse a given number of hops) in classless networks is 
investigated in part A of section V. The performance of the 
ERBP protocol is compared to that of other previously 
proposed schemes in part B of section V. Service 
differentiation can be provided by mapping different classes 
of service to different RD functions or chossing different 
parameters, as discussed in part C of section V. 

V. PROTOCOL PERFORMANCE EVALUATION 
To evaluate the proposed signaling and reservation scheme 

and compare its performance to that of previously proposed 
schemes for OBS networks, we developed a discrete-event 
OBS simulator based on the ns-2 platform [19], [20]. The 
experiments were conducted assuming the NSFnet backbone 
network topology [21]. In the NSFnet, all links were assumed 
to be bi-directional with a single wavelength per direction of 
bandwidth C = 40Gb/s. Propagation delays were taken to be 
proportional to the physical distance between the nodes, and 
the message processing times were set equal to 20μsec per 
hop. An edge node maintains a separate FIFO for each 
destination. Bursts arrive at each edge node, according to a 
Poisson process with rate λ requests/second, and burst 
destinations are uniformly distributed over all nodes. Burst 
sizes were assumed to follow an exponential distribution with 
mean value B, corresponding to mean burst duration equal to 

CBTdata /= . Typical mean burst sizes and mean burst 
transmission durations considered in the experiments were 
B = 10-20MBytes that corresponds to 42 −=dataT msec, which 
are at least one order of magnitude smaller than the mean 
round trip time of the NSFnet ( 26=RTTT msec). Finally, we 
have set the maximum delay tolerance for all bursts equal to 
D=0.3sec and the edge node buffer size equal to 256MBytes.  

Apart from the proposed EBRP scheme, we also simulated 
(i) a typical Tell-and-Wait (TAW) protocol and (ii) a typical 
Tell-and-Go (TAG) protocol (namely, the Just-Enough-Time 
scheme with void filling). For the JET protocol we have 
considered two different versions that differ in the way they 
handle contentions. More specifically, in the case of a 
contention, the first version (termed here as JET) simply drops 
the burst, while the second version enables bursts 
retransmissions, and thus is termed here as JET-with-retrials. 
To this end, for all the cases of EBRP, TAW and JET-with-
retrials, if the setup process is blocked at an intermediate node 
and the burst delay limit D allows, the source re-attempts the 
reservation by re-transmitting the SETUP message, until 
either a successful reservation is made or until the delay limit 
D expires. The FIFO property in every virtual output queue is 
maintained and the scheduling manager does not proceed to 
serve the next burst residing in a queue until the previous 
burst is successfully transmitted or finally rejected. 

We used the data loss ratio as the main metric for assessing 
protocol performance. For the two-way reservation schemes 
(TAW and EBRP) and the JET-with-retrials, the data loss 

ratio refers to the size of the bursts lost due to buffer overflow 
or due to burst time delay expiration at the edge nodes (recall 
that when a two-way reservation scheme is used, the core 
network is free of blocking, while in the JET-with-retrials 
scheme a burst is re-transmitted if it is dropped in the core). In 
the case of the simple JET protocol, the data loss ratio refers 
to the size of bursts dropped in the core of the network due to 
contention. It is worth noting that the data loss ratio metric we 
use differs from the burst loss ratio, since it takes into account 
not only the probability of dropping a burst but also the size of 
the dropped data, and thus is closely related to the actual 
throughput performance that can be achieved by the examined 
protocols. Additional performance metrics measured in our 
simulations were the average number of SETUP re-
transmissions required for a successful reservation and the 
average end-to-end delay experienced by a burst, defined as 
the average time that elapses between the time its assembly is 
completed and the time it reaches its destination. 

A. Effect of Reservation Duration (RD) function 
In this section, we investigate several choices of the initial 

value of the Reservation Duration (RD) field of the SETUP 
packet. The RD field is initialized as a dynamically varying 
parameter on a per burst basis using the three functions 
presented in Equations (6), (7) and (8) of Section IV. Thus, 
the initial value of the RD field is selected based on the burst 
duration, the number of hops to the destination, and the values 

Overall Loss Ratio (B=20MBytes) 

1.00E-04

1.00E-03

1.00E-02

1.00E-01

80 90 100 110 120 130
Arrival Rate (λ)

Da
ta

 L
os

s 
R

at
io

k=1
k=1.25
k=1.5
k=1.75
k=2

dataTk ⋅

 
Overall Loss Ratio (B=20MBytes) 

1.00E-04

1.00E-03

1.00E-02

1.00E-01

1 1.5 2 2.5 3

Parameter k

D
at

a 
Lo

ss
 R

at
io

λ=80
λ=90
λ=100
λ=110
λ=120

Figure 3: (a) The data loss ratio for datadata TkhTRD ⋅=),(  and k=1, 1.25, 

1.5, 1.75 and 2. (b) Corresponding data loss ratios for different values of 
the arrival rate λ versus parameter k. 

(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 



 
 

6

of the parameters k, n and θ. The results presented in this 
section were obtained for mean burst sizes B=20MBytes, but 
the performance graphs were similar for other choices of the 
burst size. We experimented mainly with relatively small 
values of the parameters k, n and θ, since larger values of 
these parameters were found to result in worse performance, 
due to the wasteful reservation of excessive resources during 
the setup phase.  

Figure 3 shows the results obtained when the function 
datadata TkhTRD ⋅=),(  (Eq. (6)) is used for initializing the RD 

field. In particular, Figure 3 (a) shows the data loss ratio in the 
network for k=1, 1.25, 1.5, 1.75 and 2, as a function of the 
arrival rate λ per node. Figure 3 (b) shows the data loss ratio 
versus parameter k for different values of the arrival rate λ. 
From Figure 3 (a) we observe that the EBRP protocol 
outperforms a typical two-way scheme that employs delayed 
reservations (k=1), through the use of its relaxed delayed 
reservation mechanism where the RD field is initialized with 
values larger than Tdata. Regarding the choice of the parameter 
k, it can be seen from Figure 3 (b) that all curves exhibit a 
similar pattern: the loss ratio first decreases as k increases up 
to a point, and then starts to increase, indicating that beyond 
that point reserving excess resources has a counter-effect on 
the acceptance probability of future requests. The optimum 
performance for the NSFnet topology was observed for values 
of k close to 2. 

Figure 4 (a) shows the results obtained when the function 
n

datadata hThTRD ⋅=),(  (Eq. (7)) is used for initializing the RD 

field. The idea here is that bursts that travel a large number of 
hops, and therefore have a smaller a priori probability of 
successfully reserving the resources they need, should be 
given more flexibility during the reservation process than 
bursts that travel a small number of hops. Large values of the 
parameter n give heavier dependence of the reservation 
duration RD on the number of hops h.  The best performance 
was observed for the case n=0.5, followed by the case n=1, 
while the worst performance was observed for n=0. These 
results demonstrate the performance benefits that can be 
obtained by considering the number of hops h in the 
initialization of the RD field. 

The loss ratio shown in Figure 4 (a) corresponds to the 
overall average data loss ratio in the network, independently 
of the number of hops on the paths taken. Figure 4 (b) shows 
the detailed data loss ratios for bursts having to traverse h=1, 
h=2 and h=3 hops. Clearly, for n=0.5 (middle figure) the loss 
ratios of the bursts that traverse h=1, 2, or 3 hops are better 
than the corresponding loss ratios for the cases n=0 (left 
figure) and n=1 (right figure). As expected, when n=0, bursts 
having to traverse h=3 hops have a higher data loss ratio than 
bursts that traverse only 1 or 2 hops. When however n=0.5, 
traffic that uses paths with h=3 hops exhibits better 
performance than traffic that uses single hop paths. Therefore, 
setting n>0 introduces a certain amount of fairness with 
respect to the traffic destination. Overall our results show that 
the data loss ratio in the NSFnet, when a function of the form 
given in Eq. (7) is used, is optimized when 
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hThTRD datadata ⋅=),( . When the RD field is chosen in this 
way, the overall data loss performance is improved while at 
the same time the traffic is treated in a more equitable way, 
independently to a large degree of its destination and the 
number of hops it has to traverse. 

Figure 5 shows the results obtained when the function 
h

datadata ThTRD )1(),( θ+=  (Eq. (8)) is used for initializing the 
RD field. From Figure 5 it can be seen that the overall data 
loss ratio exhibits a minimum for θ=0.2, while in this case the 
performance is also more equitable with respect to the burst 
destination, since bursts that travel a large number of hops are 
treated more favorably at each hop than bursts that travel a 
small number of hops. For values of θ greater than 0.2 the 
performance starts to deteriorate indicating that for such large 
values of θ the setup packet reserves excessive resources, 
having a counter-effect on the acceptance probability of future 
requests. 

The NSFnet topology, for which the performance results 
presented so far were obtained, has diameter equal to 3 and 
average shortest path distance equal to 2.2. To see if the 
performance results obtained for the NSFnet topology are 
representative of those that would be obtained for other 
network topologies, we also experimented extensively with a 
6x6 mesh topology. In the 6x6 mesh, the nodes were arranged 
along a two-dimensional grid topology, with neighboring 
nodes placed at a distance of 300 km from each other. The 
traffic and protocol parameters were kept the same as in the 
previous experiments. The results obtained for the mesh 
topology were qualitatively similar to those obtained for the 
NSFnet topology. For example, Figure 6 shows the results 
obtained for the 6x6 mesh when 0,),( ≥⋅= nhThTRD n

datadata  
(Eq. (7)). As was also the case with the NSFnet topology, we 
observe that the choice hThTRD datadata ⋅=),(  yields again 
the lowest overall data loss ratio, while treating at the same 
time bursts that travel over paths of different lengths in a more 
fair way. However, we can observe that for the 6x6 mesh 
topology the performance of the case n=1 converges to that of 
the case n=0.5. Concluding, even though the network 
topology obviously plays a role in protocol performance, the 

qualitative conclusions obtained in this section regarding the 
best choice of the reservation duration (RD) parameter of the 
EBRP protocol, are to a large extent valid for different 
topologies. 

B. EBRP performance comparison and assessment  
In this section, we compare the performance of the EBRP 

protocol to that of two other signaling schemes, namely, a 
typical Tell-and-Wait (TAW) protocol in which resources are 
reserved upon the reception of the SETUP packet at an 
intermediate node, and a typical one-way scheme and more 
specifically the JET with void filling protocol. For the JET 
protocol we have considered two different versions: in the 
case of a contention, the first version (termed as JET) simply 
discards the burst in the core, while the second version 
(termed JET-with-retrials) uses reject packets in order to 
enable burst retransmissions.  

In the experiments carried out in this section for the EBRP 
protocol, the RD field was initialized as ( ) 2data dataRD T T= ⋅  
(i.e. we used Eq. (6) with k=2). Figures 7 (a) and (b) show the 
data loss ratios and the average end-to-end delays of the 
EBRP, JET, JET-with-retrials, and TAW schemes for mean 
burst sizes B=10 and 20Mbytes. For comparison purposes, we 
also include in Figure 7 the EBRP performance for the case 
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datadata ThTRD =),(  (i.e., Eq. (6) with k=1), where the relaxed 
delayed reservation mechanism is not used. Regarding the 
data loss ratio metric illustrated in Figure 7 (a), we observe 
that the EBRP protocol outperforms the JET, JET-with-
retrials, and TAW protocols for a wide range of λ values. It is 
worth noting that the improvement in the performance of the 
EBRP protocol with relaxed delayed reservations (case k=2) is 
better than that of the EBRP protocol without relaxed delayed 
reservations by more than one order of magnitude.  

As expected, the performance of the JET and TAW 
schemes was not satisfactory: In the former scheme, the strict 
delay requirements in the setup process combined with the 
support of a single wavelength per link (no wavelength 
conversion to support contention resolution) yield high loss 
ratios in the core. The performance is improved when burst re-
transmission is enabled (JET-with-retrials). In the latter 
scheme, the reservation of resources at a node immediately 
upon the reception of the SETUP packet leads to wasteful 
utilization of the capacity and low acceptance probability for 
future connections.  

With respect to the end-to-end delay (Figure 7 (b)), the 
EBRP protocol performs better than the TAW scheme but 
worse than the JET and JET-with-retrials schemes, for the 
illustrated arrival rates λ. In the JET scheme, bursts are 
transmitted almost immediately after the completion of the 
assembly process (of course, they have to wait for the 
transmission of the previous burst and the time offset required 
for setup), and thus the end-to-end delay is mainly determined 
by the propagation delay. Since the number of contentions 
(and thus the number of retrials) increases as λ increases, in 
the case of the JET-with-retrials scheme the end-to-end delay 
performance deteriorates as λ increases. On the other hand, in 
the two-way schemes, the end-to-end delay is the sum of the 
propagation delay plus the round-trip time of the two-way 
reservation process. For heavy load, however, we have to take 
into account the additional delay required for setup retrials in 
case the first reservation attempt is not successful. The 
difference between the EBRP and the TAW scheme lies 
mainly in the better utilization of resources accomplished by 
the former. Finally, we observe that the effect of the relaxed 
delayed reservation mechanism (EBRP with k=2 as opposed 
to k=1) on the end-to-end delay is negligible, indicating that 
the improvement in the data loss ratio obtained by using 
relaxed reservations comes at little cost in terms of delay. 

C. Case of multiple classes of service 
Ιn this section we investigate the performance of the EBRP 

protocol when multiple classes of services are employed. In 
particular we assume that the edge nodes maintain a set of 
virtual queues for each destination node, each corresponding 
to a different Forwarding Equivalence Class (FEC) as in [2]. 
Each FEC is assigned a different priority class i and initializes 
its RD field according to 

dataidatai TkhTRD ⋅=),( ,  
where the parameters ki are used to differentiate the QoS 

experienced by each class i. Assuming that FEC i-1 has higher 
priority than FEC i, we have ki-1 > ki.  

In our experiments, we assumed three Classes of Service 
(CoS) with parameters k1 = 2, k2 = 1.5, k3 =1.25. Bursts are 
generated according to a Poisson process with rate λ requests 
per second, and belong with equal probability to each of the 
three classes. Figures 8 (a) and (b) shows the data loss ratio 
and average end-to-end delay for each class. From both 
figures, it is clear that high-priority traffic (CoS-1) exhibit the 
lowest data loss ratio and the lowest delay.  
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Note that in the case of the EBRP protocol, the excess 
resources reserved by a class can negatively affect the 
performance of the other classes. This was verified by 
assigning a higher value to the parameter k1 of class CoS-1, 
and keeping the same the parameters of the other classes. 
Figure 8 (c) shows the corresponding data loss ratios for all 
classes when k1 = 3, k2 = 1.5, k3 =1.25. It is clear that the 
improvement in the data loss ratio of CoS-1 comes at the 
expense of a performance degradation of classes CoS-2 and 
CoS-3.  

VI. CONCLUSIONS 
In this paper we have presented the Efficient Burst 

Reservation Protocol (EBRP), a new two-way burst signaling 
and reservation scheme suitable for bufferless OBS networks. 
The protocol employs two mechanisms: (i) in-advance 
reservations for scheduling bursts for future time intervals 
when capacity is not available for them at the time it is 
requested, so as to decrease the overhead associated with the 
repetition of the call setup phase, and (ii) relaxed delayed 
reservations to increase the burst forwarding probability and 
provide service differentiation. A key parameter of the EBRP 
protocol is the reservation duration (RD), which is initialized 
as a dynamic per burst parameter, and provides control over 
the allowed degree of the delayed reservation mechanism. We 
have studied various choices for initializing the RD field as a 
function of the burst duration and the number of hops to the 
destination, and we have shown ways for providing service 
differentiation using different RD functions for different 
classes of service. The performance evaluation results show 
that the EBRP protocol with suitably chosen parameters 
outperforms other delayed reservation protocols in terms of 
data loss ratio and resource utilization for bursts that can 
tolerate the round trip delay required by the two-way 
reservation process. 
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