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(1) GENERAL
	SCHOOL
	Engineering

	ACADEMIC UNIT
	Department of Computer Engineering & Informatics

	LEVEL OF STUDIES
	Undergraduate

	COURSE CODE
	CEID_NE593
	SEMESTER
	7

	COURSE TITLE
	Digital Signal Processing and Graphs 

	INDEPENDENT TEACHING ACTIVITIES 
if credits are awarded for separate components of the course, e.g. lectures, laboratory exercises, etc. If the credits are awarded for the whole of the course, give the weekly teaching hours and the total credits
	WEEKLY TEACHING HOURS
	CREDITS

	Lectures and tutorials
	5
	5

	Add rows if necessary. The organisation of teaching and the teaching methods used are described in detail at (d).
	Total
	5

	COURSE TYPE 
general background, 
special background, specialised general knowledge, skills development
	Specialised general knowledge
Skills development

	PREREQUISITE COURSES:
	· Digital Signal Processing (ΝΥ381)
· Graph Theory and Applications (ΝΥ202)
· Linear Algebra (ΝΥ110)

	LANGUAGE OF INSTRUCTION and EXAMINATIONS:
	Greek

	IS THE COURSE OFFERED TO ERASMUS STUDENTS
	Yes

	COURSE WEBSITE (URL)
	https://eclass.upatras.gr/courses/CEID1245/



(2) LEARNING OUTCOMES
	Learning outcomes

	The course learning outcomes, specific knowledge, skills and competences of an appropriate level, which the students will acquire with the successful completion of the course are described.
Consult Appendix A 
· Description of the level of learning outcomes for each qualifications cycle, according to the Qualifications Framework of the European Higher Education Area
· Descriptors for Levels 6, 7 & 8 of the European Qualifications Framework for Lifelong Learning and Appendix B
· Guidelines for writing Learning Outcomes 

	The aim of the course is to acquire the knowledge required to create a suitable background to analyze and define problems of signal processing using graphs, representing in a natural way the structure of signals such as the multimodality (reception from different types of sensors), the location of signal acquisition and processing, or the time dependences. The students will also be able to consolidate and then transfer and generalize the basic principles of signal processing to problems in which data can be represented using graphs. Such problems are problems involving the acquisition of data through sensor networks, distributed processors, social networks, time series, etc.

Upon successful completion of the course a student will be able to:
• apply the basic elements of graph theory to signals
• understand the physical importance of representing signals with graphs (multimodality, temporal / spatial proximity, etc.)
• understand the definition of systems in graphs and their generalization from the classical theory of signals and systems (system types, Z transformation, filter design)
• understand the mathematical and physical significance of signals represented by graphs, both in the nodes domain and in the frequencies domain 
• generalize the concepts of stochastic processes in graphs
• be able to understand the concepts of sampling and reconstruction in graphs
• understand the operation of neural networks in graphs
• be able to develop appropriate graphs from signals.
• be able to develop applications that use graphs by employing software tools.


	
General Competences 

	Taking into consideration the general competences that the degree-holder must acquire (as these appear in the Diploma Supplement and appear below), at which of the following does the course aim?

	Search for, analysis and synthesis of data and information, with the use of the necessary technology 
Adapting to new situations 
Decision-making 
Working independently 
Team work
Working in an international environment 
Working in an interdisciplinary environment 
Production of new research ideas 
	Project planning and management 
Respect for difference and multiculturalism 
Respect for the natural environment 
Showing social, professional and ethical responsibility and sensitivity to gender issues 
Criticism and self-criticism 
Production of free, creative and inductive thinking
……
Others…
…….

	Search for, analysis and synthesis of data and information, with the use of the necessary technology 
Production of free, creative and inductive thinking
Decision-making 
Working independently 
Team work



(3) SYLLABUS
	· Graph Theory Review: Basic Definitions, Properties of Graphs and Folding Matrices, Neighborhood and Laplacian Matrix and the Decomposition of Eigenvalues, Sorting, Coloring and Partitioning the Set of Charts, Examples, etc.

· Foundation of classic Graph processing: representing a discrete time signal as a graph, sliding a signal on a graph, mappings: one-to-one, one-to-many

· Graph  Fourier Transform (GFT): From DFT to GFT again back to DFT as its special case, Graph Spectrum, Inverse Graph Transform (IGFT)

· System Definition in Graphs: Linearly Unchanged in Sliding Systems, Convolution, Transformation-Z of Graph, System Transfer Function, Filter Design, and Signal Filtering in Graphs

· Statistical Graph Processing: Basic Concepts of Stochastic Procecess, Definition of Stationarity Based on the Neighborhood Matrix and Laplacian, Definition of Stationarity of Graphs in the Wide sense, Graph Wiener Filter, Periodogram, moving average models, Self-regression and moving average.

· Sampling in the ​​node domain. Sampling in the frequency domain. Graph reconstruction.

· Development of graphs from data. Approaches based on realistic models. Presentation of statistical approaches (Markov Random Fields, Bayes networks). Models based on the smoothness constraint.

· Convolutional Neural Networks with graphs. Activation functions, multilayer networks.

· Applications. Sensor placement. Matrix completion. 3D point cloud sampling. Representation of images and time series.  





(4) TEACHING and LEARNING METHODS - EVALUATION
	DELIVERY
Face-to-face, Distance learning, etc.
	Face-to-face

	USE OF INFORMATION AND COMMUNICATIONS TECHNOLOGY 
Use of ICT in teaching, laboratory education, communication with students
	Wide use of ICT and more specifically :
· The course is backed up by a web page providing all course material. This page is duly updated. In this page, there is also a number of videos where exercises are exemplary solved 
· The preferred communication method with the students is email.

	TEACHING METHODS
The manner and methods of teaching are described in detail.
Lectures, seminars, laboratory practice, fieldwork, study and analysis of bibliography, tutorials, placements, clinical practice, art workshop, interactive teaching, educational visits, project, essay writing, artistic creativity, etc.
The student's study hours for each learning activity are given as well as the hours of non-directed study according to the principles of the ECTS
		Activity
	Semester workload

	Lectures
	26 hours

	Tutorials
	13 hours

	Laboratory 
	26 hours

	Study
	80 hours

	Exams
	2 hours

	Course total 
	147 hours




	STUDENT PERFORMANCE EVALUATION
Description of the evaluation procedure

Language of evaluation, methods of evaluation, summative or conclusive, multiple choice questionnaires, short-answer questions, open-ended questions, problem solving, written work, essay/report, oral examination, public presentation, laboratory work, clinical examination of patient, art interpretation, other

Specifically-defined evaluation criteria are given, and if and where they are accessible to students.
	
The evaluation is performed in Greek language and is based on two independent parts. Specifically, a final written test that includes multiple choice questions and problem solving, and an oral one with short-answer questions.

Sample solutions to the written test are announced to provide students with a reference point for their marking. After the test marks are announced the students have the opportunity to see their papers and even challenge their grade.







(5) ATTACHED BIBLIOGRAPHY
	- Suggested bibliography:
· Vertex-Frequency Analysis of Graph Signals by Ljubiša Stanković (Editor), Ervin Sejdić (Editor), Springer 2019
· Cooperative and Graph Signal Processing   Principles and Applications
Edited by Petar M. Djuric Cιdric Richard, Academic Press, 2018
· William L. Hamilton, Graph Representation Learning Book, McGill University, (online) 2021

- Related academic journals and conferences:
· IEEE Transactions on Signal Processing 
· IEEE Transactions on Image Processing
· IEEE  Transactions on Communications
· IEEE Transactions on Circuits and Systems
· Elsevier  Signal Processing
· ICASSP
· Eusipco




