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Abstract— In this pape we presern an approac to im-
prove the performance of flooding-basedroute discovery
in mobile ad hoc networks(MANETS) using positional at-
trib utesof the nodes. Theseattrib utesmay be geographical,
power-aware, or basedon any other quality of sewice(QoS)
measure. Flooding technique is often used for route dis-
covery in on-demand routing protocols in MANETs such
as Dynamic Souce Routing(DSR) and Ad hoc On-demand
Distance Vedor(AODV) routing. To avoid the problem of
wir elessbroadcast storm, the Random Rebroadcast De-
lay(RRD) approachwasintr oducedin the processof route
discovery in theseprotocols. Weidentify the “next-hop rac-
ing” phenomenadue to the RRD approach in thesepro-
tocols and propose a Positional Attrib utes basedNext-hop
Determination Approad(PANDA) to addressthis problem.
Weassumesachnodeknowsits positional attrib utes,and an
intermediate node can learn the positional attrib utes of its

previous-hop node via the received route-request message.

Basedon the attrib utessuchasthe relative distanceand the
estimatedlink lifetime, anintermediate nodewill identify it-
selfasgoodor bad candidate for the next-hop nodeand use
different rebroadcast delay accordingly. By allowing good
candidatesto alwaysgo first, our approac will leadto the
discovery of better end-to-endroutesin terms of the desired
quality of sewice metrics. Through simulation we evaluate
the performance of our proposalusing path optimality , end-
to-end delay and delivery ratio. Our approach can alsobe
applied to discover routes basedon other constraints like
power conservation. Simulation resultsshaw that our ap-
proachcanhelp find data pathswith only 15%~40% energy
consumption comparedto the RRD approachat a moderate
costof increasedrouting messages.

Index Terms—Flooding basedroute discovery, mobile ad
hoc networks, PANDA, positional attrib utes basedrouting,
power aware routing.

I. INTRODUCTION

A mobile ad hoc network(MANET) consistsof a set
of wirelessdevices that are capableof moving around
freely andcooperatén relayingpacletson behalfof one
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another It doesnot requireary fixed infrastructureor
centralizedadministration.Instead,it is completelyself-
organizingandself-healing. MANETSs have mary poten-
tial applicationsn avarietyof fields, like military tactical
communicationdisasterescueandrecovery, andcollab-
orative groupmeeting.

MANETSs have gained more and more attentionfrom
researcherm recentyears.Many routing protocolshave
beenproposedor usein MANETS[1]. Most of thesepro-
posalscanbe classifiedinto two main cateyories: proac-
tive protocols(e.g.pSDV[2]) andreactie(oron-demand)
protocols(e.g., TORA[3], DSR[4] and AODVI[5]). In
general, proactive protocolsrely on periodic exchange
of routing information and eachnode maintainsknowl-
edgeof the entire network topology while reactive pro-
tocols dependon a query-basedapproachwherea mo-
bile nodeperformsroutediscovery androutemaintenance
only whenneeded Someof theon-demangbrotocolsjike
DSRandAODV, useflooding basedquery-replymecha-
nismsto searchfor a new route. LAR[7] is animprove-
mentto DSR, which attemptsto utilize geographiclo-
cationinformationto restrictthe flooding region. Some
position-based(isontrasto topology-basedjouting pro-
tocols, like GPSR[15]and GRA[17], attemptto utilize
geographidénformationevenmoreaggressiely, in which
paclet routing is doneon the basisof a greedyforward-
ing approach.In this paper we restrictour discusson to
on-demangbrotocolswith routediscorery basednflood-
ing techniquesin particular we proposeo utilize various
positionalattributessuchasgeographicalocation,veloc-
ity, andtransmis®n power to improve the performance
of flooding-basedoutediscoseryin MANETS.

Flooding based route discorery works as follows.
When a node S hassomedatato sendto node D but
hasno existing routeto the destination,it will initiate a
route discovery processby broadcastinga route-request
paclet. An intermediatenodel, uponreceving theroute-
requespacletfor thefirsttime, will rebroadcagheroute-
requesagainif it doesnotknow arouteto thedestination
nodeD. Finally, whenthe route-requespaclet reachesa
node(whichmaybethe destinatiomodeD itself) thathas



a route to node D, a route-replypaclet is sentbackto
thesendemnodeS. To preventbroadcasstormdueto syn-
chronizationjt wasproposedn [16] thatarandomdelay
canbeintroducedeforerebroadcastingmessagandre-
spondingto a broadcastmessageln particular the delay
time is uniformly distributed between0 and 10 millisec-

as location and velocity informationin determiningthe
rebroadcastielaytime, while aiming at finding a longer
livedroutewith a smallernumberof hopsto the destina-
tion. We termour approactasPositionalAttributesbased
Next-hop DeterminationApproach(RNDA).

We will shav that the PANDA approachcan also be

onds. We amuethat althoughthis RandomRebroadcast appliedto discover routesbasedon otherconstraintdike

Delay(RRD)approachs adequatéor solvingtheproblem
of broadcasstorm,it is notthe mostsuitableonein term

of searchingor a betterrouteto the destination A better
route may be basedon metricslike robustnessshortest
hops, bandwidth,and batterylifetime. In this paperwe

mainly considerrobustnessand the smallestnumberof

hopsfor finding a feasibleroute. We will also discuss
enepgy conservingroute discovery using flooding tech-
nique, which is highly desirablein wirelesssensornet-

workswheresensomodeshave limited batterysource.
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Fig. 1. "Next-hopracing™: A scenariousinguniformly distributed
rebroadcastielayin thefloodingbasedoutediscovery process

Let usconsidera scenariocshavn in Figurel. Two in-
termediatenodes,| andJ, receive a route-requespaclet
from nodeS almostat the sametime. Assumethatnode
I is moving muchfasterthannodeJ suchthatnodel will
move out of nodeS’s rangesoonerthannodeJ does. So
we cansaynodeld is a bettercandidateasthe next hop
in term of link lifetime. Sincethe rebroadcastelayis
uniformly distributed between0 and 10 milliseconds,it
is possiblethat nodel will rebroadcasthe route-request
messageearlierthan node J. In orderto reducerouting
overheadeachnodewill only rebroadcastroute-request
paclet for the samesource-degnation pair oncewithin
a certainperiod. ThusnodesK, L andM will relay the
pacletsentfrom nodel andignoretheonesentfrom node
J.In otherwords,nodel, which is a worsenext-hop can-
didatein termof link lifetime, “wins” over nodeJ which
is insteada betterchoice.We termthis behaior as“next-
hopracing.” Ourmotivationfor this papetris basednthis
obsenation. We proposeo usepositionalattributessuch

minimal transmis®n power consumptionln somecases
like sensometworks, end-to-enddelaymay not be asim-
portantasenegy conserationconsiderationln thesenet-
works,wirelessnodesarebasicallystationary(ohave low
mobility) and have limited batterysource.lt is desirable
todiscoverroutesthatincurlesspowverconsumptiorwhen
transfering datafrom sourceto destination Ourproposed
approachis shovn to performvery well in thesescenar
i0s, saving transmissin power upto 60%~85%compared
to the RRD approach.

The restof this paperis organizedasfollows. In Sec-
tion Il we discusdifferentpossibleapproaches location
aidedroutediscovery in MANETS, andthe proposalout-
line of PANDA. In Sectionlll, we discussthe designof
PANDA algorithmsin moredetail. In SectionlV we dis-
cussthe simulationof PANDA, andshaw its performance
improvementby comparingheresultsof PANDA andthe
RRD approach Relatedworksin flooding basedouting,
power conservingouting,andlocationaidedrebroadcast
delayarediscussedn SectionV. The paperis concluded
in SectionVI.

Il. DIFFERENT APPROACHESIN LOCATION AIDED
RoOUTE DISCOVERY

Much work hasbeendonein the field of utilizing ge-
ographicallocationinformationin ad hoc routing proto-
cols. Someflooding-basegrotocols suchasLAR[7] and
DREAM]I8], attempto uselocationinformationto restrict
the flooding region and thus reducethe flooding over-
head. Some position-basedorotocols, such GPSR[15]
andGRA[17], attemptto usegreedygeodesidorwarding
schemesn routing paclkets. A surwey on position-based
routing protocolsin MANETS canbe foundin [22]. We
will further discusstheserelatedworksin the context of
floodingbasedoutingprotocoldaterin SectionV. In this
sectionwe will addresghe topic of locationaidedroute
discovery from a different perspectie. In particular we
identify threegeneralapproache# existing literatureto
utilize geographicalocationinformationfor on-demand
route discovery. We will also stateour proposaloutline
in this contet: a Positional Attributes basedNext-hop
DeterminatiomMpproach(PANDA) to improve theperfor
manceof flooding-basedbcation-aidedoutediscoveryin
adhocnetworks.



Approach 1: Periodic Beaconing + Sender-based Next-
hop Selection

In this approach,eachnode periodically broadcasts
HELLO messageéo its neighbors so that eachnodehas
the local knowledge(suchaslocationandvelocity) of all
its neighbors.In routediscovery phaseuponreceving a
route-requegpaclet,anintermediatenodewill choosehe
bestneighboringnodeasthe next hop(in termsof some
metricslik e farthesthop distancetowardsthe destination
location), and forward(unicast)}the route-requespaclet
toit. Thisproceduras iteratively performedhopby hop,
until a routeto the destinationis found. Note thatin this
approachit is the sender(oupstreamntermediatenode)
thatdecideswhich neighboringnodehasto be choseras
thenext hop. Hencewe termthis approachsenderbased
next-hop selection.” A similar approachwas proposed
in ABR[18], which attemptsto choosethe bestneighbor
asthe next-hop nodein termsof associativity and other
metrics. Several position-basedouting protocols, like
GPSR[15]andGRA[17], alsousethis approactin decid-
ing the next-hopnodewhenforwardingpaclets.

Comparedto proactie protocols,like DSDV[2], this
approachreducesthe adwertising overheadin the sense
that it restrictsthe periodic beaconingmessagesvithin
onehoprange. It is alsomorefeasibleto keeptrack of
the statusof directneighborghanto maintainknowvledge
of the entire network topology The periodicbeaconing,
however, is still too expensve for mobile wirelessnodes
with limited bandwidthandbatterypower.

Approach 2: Flooding + End-to-End Path Evaluation

This approachs similarto DSR[4]. It doesnotrequire
periodic HELLO messageswhich dramaticallyreduces

routingoverheadn termsof numberof routingmessages.

Without any global or local knowvledge(ecept existing
routesin the local cache),it usesflooding techniquedo
searchfor a new route when needed. Upon receving a
route-requespaclet, an intermediatenode,without hav-
ing anexisting routeto the destinationn thelocal cache,
will appendits ID andothernecessarynformation(e.g.,
location, velocity, battery capacity)to the route-request
paclet andrebroadcasit again. As mentionedearlier a
randomrebroadcastlelayis appliedto preventbroadcast
synchronization. Finally and hopefully, multiple copies
of the route-requesmessagelong different routeswill
reachthe destinationnode, that is, multiple routesmay
be found for a sourceand destinationpair at the end of
a route discovery process. Route evaluationis done at
the endnodes(sourcer destinationbasedon somemet-
rics. DSR(without using location information though)
usesshorteshopsasaselectiomrmetricatthesendingside.

A similarideawasproposedn [19], in which end-to-end
routesareevaluatedn termof nodes’behaior(malicious
or beneficial).

Notethatin this approachhe sender(oupstreaninter-
mediatenode)doesnot specify which neighboringnode
will be the next-hop node. A uniformly distributed re-
broadcastelayis introducedmainly to addresghe prob-
lem of wirelessbroadcasstorm. This uniform random-
nessalso implies that thereis no discriminationamong
thenext-hopneighboringhodes.In otherwords,all neigh-
boring nodesthatreceve theroute-requesinessagéave
an equalprobability to becomethe actualnext-hop node,
whichin turnimpliesthatthesetof routesresultingfrom a
routediscovery processnay notincludethe betterroutes
that exist in the topology This casewas demonstrated
in Figure 1. Anotherdravback of this approachis that
it hasto carry a setof parameters(e.glocation,velocity,
batterycapacity etc.) of all theintermediatenodesalong
the pathin theroute-requespaclet, which may make the
route-requespaclet way too large asthe network diame-
terincreases.

Approach 3: Flooding + Sender-based Next-hop Selec-
tion

Similar to the previous approach this approachdoes
not require periodicHELLO messageslt alsodepends
on floodingtechniquedo find new routes.Whatmakesit
differentfrom Approach2 is thatthesender(oaupstream
node)will specify explicitly or implicitly, the qualifica-
tions of next-hop candidates.Upon receving the broad-
castroute-requespaclet, only thoseneighboringnodes
that satisfy the specifiedrequirementswill rebroadcast
it again. Other neighboringnodesjust drop the route-
requespacletsilently. Sincenotall nodesin the network
participatein rebroadcastingpute-requesioodingover
headis reduced.

This approachis usedin LAR[7], in which a request
zoneis specifiedn theroute-requegtacketandonly those
nodedocatedinsidetherequest zone will rebroadcasthe
route-requegpaclet. DREAMI8] alsouseghisapproach,
which insteadspecifiesa directionalangleastheflooding
zone.Notethatin this approachit is the sender(oanup-
streammode)thatspecifiesarestrictedareaastheflooding
candidateshencehename'senderbasedhext-hopselec-
tion.”

Approach 4: Flooding + Receiver-based Next-hop Deter-
mination

We proposea new approachfor flooding basedroute
discovery which relies on the characteristicof the re-
ceiver, andthusit canbe categorizedas “receiver-based



next-hop determination"approach.The primary motiva-
tion of this approachs to addresghe problemof “next-
hop racing” dueto uniformly distributedrebroadcastle-
lay. Our approachwill give preferencdo goodnext-hop
candidates(furthetiscusedin sectionlll) andhencewill
leadto the discovery of betterend-to-endoutesin terms
of thedesiredQoSmetrics.

Like Approaches2 and 3, our approachdoesnot re-
quire periodicbeaconingnessagesWhenanew routeis
neededa route-requespaclet will be broadcastethy the
sender The sender(or upstreannode)doesnot specify
ary requirementor next-hop candidatesinstead there-
ceiver (or downstreanmode)will identify itself asa good
or bad candidate,and apply different rebroadcastielay
accordingly In particular uponreceving a route-request
paclet, a neighboringnodethatidentifiesitself asa good
candidatedor next-hopwill wait for a shortertime before
rebroadcastingt, while a bad candidatewill collabora-
tively deferits rebroadcastntil the good candidatesif
ary, aredone.In thisway, goodcandidatesvill alwaysgo
firstandthus“win” in theroutediscovery processHence
the “next-hop racing” phenomendshavn in Figurel) is
suppressedndbetterend-to-endoutesarediscovered.

1. PANDA DESIGNS

The basicideaof PANDA is to discriminateneighbor
ing nodesasgoodor badcandidategor the next hopon
the basisof positionalattributesof interest,suchasrel-
ative locationandlink lifetime estimation. Good candi-
dateswill useshorterrebroadcastelay while bad can-
didatesuse longer delay suchthat the good candidates
always go first. As mentionedearlier discriminationis
doneat the recever (or downstreamnode)side. Since
goodcandidatesiwaysgo beforebadones a betterroute
in termsof metricssuchashop count,delay power con-
sumption,canbe found. In this sectionwe will discuss
thedetaileddesignsof PANDA-LO(LocationOnly) algo-
rithm and PANDA-LV(Location & Velocity) algorithm,
bothof which areemployedto find aroutewith thesmall-
estnumberof hopsandlowestend-to-endielay To shav
PANDA's capability in searchingroutesbasedon other
constraintsywe will alsodiscusshow to applythe PANDA
approachn searchinga power-conservingoutein sensor
networks. For this purpose we developedthe PANDA-
EC(Enegy Conservingalgorithm.

We assumethat eachmobile node is equippedwith
Global PositioningSystem(GPS$othatit is awareof its
geographicalocationandvelocity information. To let the
downstreammodedearnthe previous-hopnodes location
andvelocity information, we assumehat theseinforma-
tionis carriedwith theroute-requestnessagé eachhop.

Upon receiptof a route-requespaclet, an intermediate
nodecancomparets own locationandvelocity with that
of the previous-hopnodeandthendetermingherebroad-
cast delay accordingto the algorithm it uses,namely
PANDA-LO, PANDA-LV, or PANDA-EC. Note thatthis
decisionis madeat the downstreamnodeside. Thenthe
intermediatenodereplacegherelatedfieldsin theroute-
requespaclketwith its own locationandvelocity informa-
tion andrebroadcastis afterthelocally-determinedielay
The PANDA algorithms are fully distributed in the
sensethat there is no intercommunicationsamongthe
neighboring nodes except that they get the location
and velocity information from the previous-hop node.
Upon receving a route-requesmessagdrom the same
previous-hopnode all theneighboringhodesunthesame
algorithmlocally andindependentlyPANDA algorithms
aredesignedn sucha mannerthat, while competingfor
beingchoserasthenext-hopnode,neighboringhodesco-
operatdn away suchthatgoodcandidatesiwaysgo ear
lier thanbadones. Comparedo the RRD approachthis
featurenaturally leadsto the discovery of betterend-to-
endroutesin termsof the desiredQoSmetrics.

A. PANDA-LO

In this approachwhendeterminingherebroadcastie-
lay, we only considerthe distancebetweentwo nodes
withoutestimatinghelink lifetime. Thebasicideais that
thefartheraway a neighboringnodeis from the upstream
node, the shorterrebroadcastlelayit will use. Thus,a
route-requespaclket alwaysattemptso make a big jump
in eachhopof rebroadcastingntuitively, ashortempathin
termof hopcountwill befoundfrom sourceto destination
usingthis approach.

Fig.2. An exampleof “PANDA-LO” approach

Considerthe exampleshowvn in Figure2. Whennode
A, B andC receve a route-requespaclet from nodeS,



nodeA, whichis farthestaway from nodeS, will identify

itself asthe bestnext-hop candidateand usethe shortest
rebroadcastlelay while nodeC, which s closestto node
S, will identify itself asa badcandidateandwill wait un-

til nodeA andB are done(withoutbeing aware of their

existencethough).

Thecalculationof link distances basednthelocation
of the currentintermediatenodeandthat of the previous-
hop node. Take nodeA for example. WhennodeA re-
ceivestheroute-requestrom nodeS, nodeA will calcu-
lateits distanceto the upstreanmodeS asfollows:

H SA H: \/(Xs _Xa)2+(y;‘_ya)2v (1)

where (X, Y;) and (X,, Y,) are S and A’s locations,
respectiely. Having the distanceinformation, node A
canusePANDA-LO to determinéts rebroadcadielayac-
cordingly.

A possibleimplementatiorof “PANDA-LO” approach
isshavnin Algorithm 1. We chooseappropriatehreshold
valuesfor L1, Ly, andLs suchthatL; > Lo > Ls. This
algorithm classifiesneighboringnodesinto four classes
which will determineto usedifferentrebroadcastlielays.
In Algorithm 1, ¢; is the basetime of delayin millisec-
onds,andthefunctionuni form(0, t;) will returnaran-
domvalueuniformly distributedbetweerD andt¢;. As our
designgoal,anodein abetterclassof next-hopcandidates
will useshorterrebroadcadielay In particular neighbos
ing nodesin Classl differ arandomtime uniformly dis-
tributedin rangof (¢1, 2 * ¢1), andneighboringnodesin
Class2 differ arandomtime uniformly distributedin rang
of(2 x ¢1, 3 x t1), andsoon. By choosingdifferentvalues
for t; we canvary therangesf the delaytimesfor differ-
entclasses Notethatthe delaytimesof differentclasses
do not overlapeachother which is intendedto guarantee
that good candidategyo first. However, dueto the ran-
domnessncurredby uni form(0, t1), candidatesvithin
asingleclassmaygo beforeeachotherrandomly

Algorithm 1 Determining Rebroadcast Delay in
“PANDA-LO”
atnoce A
if || SA|>Ly

delay=t1 4+ uniform(0, t1)
eseif || SA || > Lo

delay= 2 t; + uniform(0, t;) /lthisis Class2
eseif | SA || > L3

delay= 3 x t; + uni form(0, t;) //thisis Class3
else

delay=4 « t; + uniform(0, t1) /lthisis Class4

/lthisis Classl

We wantto pointoutthatit is possiblethatthe furthest
neighboringnodecould be out of the transmissn range
of theupstrearmodepretty soonif they aremoving apart.

SoPANDA-LO mayleadto fragile pathsbecausdt does
not considerthe link lifetime in the processof routedis-
covery.

As discussedearlier all neighboring nodes deter
mine their rebroadcastielaysindependentlywithout be-
ing aware of the existence(ornonistence)of one an-
other Considera rare caseat a certain hop in which
there are only a few neighboringnodes, all of which
fall into the worst category-Class4. Theseneighboring
nodeswill wait for a randomdelaytime in the rangeof
(4 % t1, b = t1). Thusthey wastesomeamountof time
in waiting andhenceincur unnecessarglelayin theroute
discovery process. However, this route discovery delay
only affectspacletscurrentlywaiting in buffer for trans-
mission,which accountdor a small portion of total traf-
fic over along period. Additionally, if the mobile nodes
areuniformly distributedin a specificarea,occurrencef
suchacaseis rare.

B. PANDA-LV

Now let us discussthe PANDA-LV approachwhich
usesboth locationandvelocity informationto determine
therebroadcastielay By estimatingthelink lifetime and
choosingneighboringnodeswith stablelinks asthe next
hopsin routediscovery, we expectto find longerlivedas
well asrelatively shorterpathfrom a sourceto a destina-
tion.
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Fig. 3. An exampleof “PANDA-LV” calculation

Considerthe example shovn in Figure 3. An up-
streamnodeS broadcastgor rebroadcastg route-request
paclet, andits downstreamnodesare A, B and C. How
will the downstreamnodedetermineif it is a goodcan-
didateor not? Let's considemodeA for example. First,
nodeA will calculateits distanceto the upstreanmodeS
by usingequation(1). NodeA will alsoestimatethelife-
time of thelink betweemodesA andS basedon thedis-



tanceandrelative velocity. Assumethewirelesstransmis-
sionrangeis R. In Figure3, assumé/; andV, areS and
A'svelocity respectiely. Let V,, ; betherelative velocity
of nodeA to nodeS, ¢ betheangle/SAA’ (or /SAX ),
and|| AX || bethedistancethatnodeA canmove before
it is out of the transmissiorrangeof nodeS(assuming
and A would not changetheir moving speedsanddirec-
tions during this period). Basedon the cosinetheorem,
the formulaswe useto calculatethe estimatedink life-
time areasfollows:

| Vas I=]l Ve — Vs |I=]) A4’ | )
_IISA|P + [ AA" | — || SA" |

0
cos(6) 2 [ SA = [ AA']

3)

I AX |= VI SX |2 = | SA|? + [| SA | xcos?(0) (4)
+ || SA || *cos(6)

LIFETIME, , = ||| éX |:

(5)

Note that LIFETIME, , is the estimatedifetime of
thelink betweemodeA andS. Intuitively, thelongerthe
lifetime of eachlink alongthe path,the longerlived the
routeis asawhole.

Having thedistanceandlink lifetime information,node
A canrun Algorithm 2 to determineits qualificationand
setits rebroadcastlelayaccordingly In Algorithm 2, L,
and L, aretwo thresholdvaluesfor distanceandTi, 15,
and T3 are thresholdvaluesfor the estimatedink life-
time. We chooseappropriatevaluesfor thesethresholds
which satisy L1 > L, andTy > T > T3, suchthat
Classl is betterthanClass2, whichis in turn betterthan
Class3, andsoon. Class1 is farthestaway(l.; > Ls)
from the upstreamnode S and the link lifetime is the
longest{y > Ty > T3), while Class2 hasthe samedis-
tanceasClassl but ashortedink lifetime, andClass3 has
even shorter(lnt still fairly good) distanceandlink life-
time. All othernodesfallsinto Class4, which represents
the worst candidatesasthe next-hop nodes. As in Algo-
rithm 1, goodcandidatesiseshorterrebroadcastielay

Algorithm 2 Determining Rebroadcast Delay in
“PANDA-LV”
atnoce A
if || SA|>L,&& LIFETIME,  >T,
delay=t; + uniform(0, t;)  /lthisis Classl
dseif | SA|>L, & LIFETIME,  >T,
delay= 2 t; + uniform(0, t;) //thisis Class2
dseif | SA||> 1y &8 LIFETIME, > T3
delay= 3 x t; + uni form(0, t;) //thisis Class3
else
delay= 4 t; + uniform(0, t1) /lthisis Class4

We would like to point out that the classification
demonstratedn both Algorithms 1 and 2 just embodies
theideaof discriminatingnext-hop nodesasgoodor bad
candidatesNeitherthe four classesrenecessarynorare
they typical. While we canchooseotherthresholdvalues
andusemore or lessfine-granularclasseswe find that
this four-classdifferentiationalreadyshavs good perfor
mancen simulations@escribedn SectionlV).

C. PANDA-EC

In somecasessuchaswirelesssensometworks, powver
conserationis moreimportantthanreductionof end-to-
enddelay Wirelesssensornodeshave limited battery
sourcewhich cannotbereplacedr rechagedin mostsit-
uations.Thusit is desirableto discover power conserving
end-to-endoutessuchthatthelifetime of thewhole net-
work canbe prolongedas muchas possible. Thesenet-
worksnormally have high nodedensityandvery low mo-
bility. To achieve thegoalof powerconseration,it would
be desirableto breaka big single hop into several small
hopssuchthateachsmallhop needsvery smalltransmis-
sion powver andthe overall pover consumptioralongthe
pathis much smallerthan a big single hop, as demon-
stratedn thefollowing example.

Fig. 4. Transmissiorpower: singlehopv.s. multihop

Let usconsidettheexampleshown in Figure4. NodeS
cansenddatato nodeD directly in onesinglehop of dis-
tanceR, or in threesmall hopsof distanceR/3 via inter
mediatenodesA andB. Weassumeachnoderequireghe
sameminimalreceving power Pr x .., fOr correctpaclet
reception We alsoassumehepropagtionlossL isasim-
ple functionof distancer asfollows|[9]:

L =c* R (6)

wherec and « are constants.So, the requiredtransmis-
sionpower for a singlehop over distanceR andthatfor a



smallhopover distanceR/3 are,respectiely:
PTX(S to D directly) — PRXmin * [ = PRXmin x ¢k RY (7)

(8)

Prx(stoa) = Prx(atoB) = Prx(BtoD)

= PrXmin * c* (R/3)"

We obtainthe total transmissiorpower alongthe path
andtheratio of power consumptioras:

(9)

Prx(stoDvia Aand B) = 3 * PRXmin * ¢ % (R/3)"

PTX(StoDviaAandB) . 3 * PRXmin * C % (R/g)a

Ratio =
PTX(S to D directly) PRrXminxcxRe

(10

3(&—1)

Note thatthe propagtion constantx is often assigned
avalueof 3 or 4 in practice which malkesthe power con-
sumptionratio small. For a givendistanceasthe number

of hopsincreasesthepower consumptiorratio decreases.

Thus,in theroutediscovery phaseit is desirabldo choose
close neighboringnodesas next-hop candidates.Using

Figure2, we canderive PANDA-EC algorithm,which is

similarto PANDA-LO algorithmbut worksthe otherway

around.

Algorithm 3 Determining Rebroadcast Delay in
“PANDA-EC”
atnoce A
if || SA|<Ls

delay=t; 4+ uniform(0, t;)
eseif || SA || < La

delay= 2 * t; + uniform(0, t1) //thisis Class2
dseif || SA || <Ly

delay= 3« t; + uniform(0, t1) //lthisis Class3
else

delay= 4« t; + uniform(0, t1) /lthisis Class4

[lthisis Classl

PANDA-EC algorithmis shavn in Algorithm 3. Re-
ferring to Figure2, L1, Lo and L3 aredistancethreshold
valuesthat satisfytherelation: Ly < Lo < L;. Likein
PANDA-LO shawn in Algorithm 1, ¢; is the basedelay
time anduni form(0, ¢1) will returnarandomvalueuni-
formly distributedbetween0 andt;. In this PANDA-EC
algorithm,neighboringnodesarealsoclassifiedinto four
classesUnlike in PANDA-LO wherefartherneighboring
nodesuseshorterdelay PANDA-EC allows closerneigh-
boring nodesto go first. In particular closeneighboring
nodeswill be classifiedasgoodcandidatesanduseshort
rebroadcastlelay while neighboringnodesfar away will
be classifiedasbad candidatesndwait for longerdelay
Soin PANDA-EC schemegachhop attemptsto make a

relatively smalljump, andthusthe total power consump-
tion of therouteis hopefullysmall.

What makes PANDA-EC differentfrom the RRD ap-
proachis the way to deal with duplicateroute-request
messageandtheway to determinerebroadcastelay In
the RRD approacheachintermediatenodehasarequest-
cachetable and will ignore a replicated route-request
paclet if it hasbeenheardrecently In PANDA-EC ap-
proachtheoveralltransmissiorpower of the partialroute
that hasbeentraversed so far is carriedwith the route-
requestpaclet. If the duplicateroute-requespaclet is
from a pathwith lesspower consumptionthe intermedi-
atenodewill still rebroadcast again. As shavnin Algo-
rithm 3, therebroadcastielayis determinedon the basis
of hopdistance.By thisway, PANDA-EC trysto explore
the network for pathswith lesspower consumptioratthe
costof increasedoutingmessages.

IV. SIMULATIONS AND RESULTS

In this sectionwe evaluatethe performancesf PANDA
approacheshroughsimulations. We usethe ns-2 simu-
lator[27] to simulatePANDA-LO and PANDA-LV algo-
rithms. The MonarchGroups mobility extension[28]to
the ns-2 simulator provides detailedimplementationof
IEEE 802.11radio and MAC specifications.In orderto
comparethe resultsof the PANDA approachesnd the
RRD approach,we utilize the codebaseof DSR in the
ns-2 simulatorandintegratePANDA-LO andPANDA-LV
algorithmsinto DSR. Although our discusgn andsimu-
lation of PANDA-LO and PANDA-LV is basedon DSR,
thesePANDA algorithmsareapplicableto otherflooding
basedoutingprotocolsfor MANETS, suchasAODV. We
have integratedPANDA into AODV andthe simulation
resultsare quite similar to that of DSR. To avoid repeti-
tion, we show theresultsbasedon DSR schemeonly. In
ary casetheproposedpproachs independensf theun-
derlyingroutingalgorithm.

We alsoevaluatethe capabilityof PANDA-EC scheme
in term of finding power conservingend-to-endoutesin
wirelesssensometworks. We focus on the power con-
sumptionof the routesdiscoreredby PANDA-EC andby
the RRD approach. We assumethat sensornodescan
dynamically control their transmis®on power, which is
not supportedn the ns-2 simulator In PANDA-EC, we
assumehat when doing flooding basedroute discovery,
an intermediatenodewill rebroadcasa duplicateroute-
requespaclet aslongasit is from a pathwith lesstrans-
missionpower consumption\We alsoassumehatthedes-
tination node doesnot respondto the first route-request
paclet immediately Instead,it will wait for a small



amountof time for multiple incomingroute-requegpack-
ets,andthenchoosethe routewith minimal transmis®on

power consumptionConsideringour simulationgoaland
the easeof implementationwe wrote our own discrete
event simulation program,insteadof modifying the ns-

2 simulator to comparethe performanceof PANDA-EC

andthe RRD approach.

A. PANDA-LO and PANDA-LV

The simulation areais 1500x 300 squaremeters. A
nodes speedis uniformly distributedin the rangeof (0,
20) metergpersecondandits wirelesstransmissn range
is 250 meters. The nodesmove accordingto the Ran-
dom Waypoint model[16], and the communicationpat-
ternis peerto-peercommunicationsasis providedby the
MonarchGroup’s mobility extension[28]to ns-2. To ana-
lyze PANDA's performanceinderlow andhighnodeden-
sities, we use 50 nodesand 100 nodes,respectiely. In
both casesthereare 30 constant-bit-rate(CBRgonnec-
tions, eachof which randomlystartsduring the first 180
secondsaandhasa bit rate of 4 pacletspersecond.Each
simulationrunsfor 500 secondsf simulationtime. Ini-
tially, nodesare uniformly distributed in the simulation
area.After the simulationstarts,eachnodewill stayatits
initial locationfor pause-time secondsandthenrandomly
choosesa destinatiorlocationwithin the simulationarea
and startsmoving towardsthe destinationwith a speed
randomlychoserbetween(0, 20) metersper second Af-
terit arrivesatthedestinationijt will staytherefor pause-
time secondsindthenchooses new destinatiorandnewv
speedand moves agpin. The parametempause-time re-
flectsthe degreeof mobility of a MANET. For different
mobility, we usedifferentpause-times of 0, 30, 60, 150,
300, and 500 seconds. When pause-time is 0 seconds,
it meansthat all nodesare moving all the time and the
MANET hashigh degreeof mobility. When pause-time
is 500secondsit meanghatall nodesarestationarydur-
ing the simulation. For eachpause-time(i.e., eachpoint
of the curves),we run multiple roundsof simulationsus-
ing differentmoving patternsandthenobtainthe average
results.

First, let us obsenre the pathoptimality ratio shavn in
Figure5. Herethe pathoptimality ratio is definedasac-
tual pathlengthover shortespathlength.Sothelowerthe
ratio, the betteris the path.In both50 nodeand100node
networks,bothPANDA-LO andPANDA-LV achiere bet-
ter pathoptimality thanDSR. Thisis becausé?ANDA al-
gorithmsattemptto make a longerjump in eachhop of
rebroadcasin the procesf routediscovery, which nat-
urally leadsto shorterend-to-endroutein term of num-
ber of hops. We canalsoobsenre that the improvement
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Fig.5. Comparisorof pathoptimality ratio

in path optimality increasesas the pausetime becomes
larger. This phenomen&anbe explainedin this way: as
the pausetime increasesthe degreeof mobility decreases
andthe network topologyis more stationary So oncea
routeis discoreredbetweena pair of sourceanddestina-
tion, the routewill be usedfor quite along time because
no route breakagas likely to occur SinceDSRIs likely
to discover longerroutesthanPANDA, a morestaticnet-
work topologymeanghata largernumberof pacletswill
have to go throughlongerroutesin DSR. This is therea-
sonwhy PANDA will performevenbetterthanDSRin a
staticMANET.

Figure 6 shavs the numberof pacletsthat experience
routeerrorswhenthey travel from sourceto destination.
As implementedn DSR, whenan intermediatenodeat-
temptsto transmita paclet but endsup with getting a
transmisgn error reportedfrom the datalink layer, a
route-errompacketwill besentbackto theoriginal sender
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In our simulation, the samepaclet will be recountedif
it undegoestwo or moreroute errors. We obsenre that
PANDA-LV hasa smaller numberof route errorsthan
DSRdoeswhile PANDA-LO hasarelatively largernum-
berof routeerrors.This shavsthatPANDA-LO maylead
to fragile pathsbecauset doesnot considerthelink life-
timein routediscovery.

Now, let us comparethe end-to-enddelaysshawn in
Figure 7. In both 50 nodesand 100 nodesnetworks,
PANDA-LV haslower end-to-enddelaythanDSR, while
PANDA-LO doesnotshaw thisimprovement.Thisis due
to the fact that PANDA-LO may lead to fragile routes
without consideringthe link lifetime. Accordingto the
implementatiorof DSR,whena paclet meetsarouteer
ror, the intermediatenodewill try to rescuethe paclet
with alocally cachedoute.If nosuchrouteis foundin the
local cachethe paclet hasto wait for a new route.Hence
fragile route in PANDA-LO will certainly increasethe
end-to-enddelivery delay even thoughit hasbetterpath
optimalityasshavnin 5. Onthecontrary PANDA-LV ap-
proachcandiscover routesthatareshorterin termof hop
countandlongerlivedin term of link stablenessSince
the pathhassmallernumberof hops,the pacletswill face
lessqueuingdelaywaiting for wirelesschannelcompar
ing to thatin DSR. Sincethe pathis longerlived, fewer
routebreakagewvill occurandthusdatapacletswill face
lessbuffering delaywaiting for new routes. So PANDA-
LV canachieve betterend-to-endlelaythanDSR.

As shawvn in Figure 8, we obsere that both PANDA
approachesanachiere almostthe samepaclet delivery
ratio asDSR. Herepaclet delivery ratio is definedasthe
numberof receved pacletsoverthe numberof sentpack-
ets. From Figures5 and 8, we can obsere that both
PANDA approachesanimprove pathoptimality without
degradingthe end-to-endhroughput.
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Fig. 7. End-to-endlelays

B. PANDA-EC

In this simulation we comparethe performanceof
PANDA-EC andthe RandomRebroadcasDelay(RRD
approachWe only considerstaticnetwork topology The
simulationareais 1500x 300 squaremeters. For differ-
entnodedensity we use20, 40, 60, 80, 100 nodes. For
eachnodedensity we run multiple simulationswith dif-
ferentconnectiomumbersandobtainaverageresults.For
both RRD and PANDA-EC approachesywe assumehat
the wirelessnodescan dynamically control their trans-
missionrange.In theroutediscovery phasehowever, the
nodeswill usea fixed transmissiorrangeof 250 meters
for broadcastingoute-requespaclkets. Oncetherouteis
discovered,an en route nodewill dynamicallychangeits
transmisin rangebasedon thelink distanceo the next-
hopnode.

We definepathenegy ratio asthe power consumption
of the route discoreredby PANDA-EC over that of the
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route found by the RRD approach. The routing over
headratio is definedas the numberof routing paclets
in PANDA-EC approachover the sameparametein the
RRD approachAs shavn in Figure9, the pathenepgy ra-
tio is aslow asonly 15%~40%.This translateto a huge
saszing of enegy in sensornetworks. We obsere that
asthe numberof nodesincreasesthe path enegy ratio
decreasesThis meansPANDA-EC cansave even more
powerunderhighnodedensity Thecostwe payisin term
of routing overheadwhich is about10%~70%morethan
the RRD approach.This extra overheadncreasessthe
network densityincreasesWe arguethatthis costis worth
because¢heroutediscovery processs seldomexecutedn
thesestaticnetworks. Oncetheroutesarefound,they will

be usedto transferdatapacletsover along period. Soby
greatlyreducingthe power consumptiorof datapathswe
canprolongthe overall systemlifetime, even thoughwe
needto paymorecostin theroutediscovery phase.

V. RELATED WORKS
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AODV[5], LAR[7] and DREAMI8]. As discusseckar
lier, to avoid the problemof broadcasstorm, DSR and
AODV introducea uniformly distributed randomdelay
beforerebroadcastingoute-requespacletsandrespond-
ingto abroadcaspaclet. To reducefloodingoverheadan
intermediatenodewill dropduplicateroute-requesgpack-
ets heardwithin a short period. Due to this reason,as
describedin [10], multiple routesdiscoveredat the end
of a route discovery processare nearlyidentical, except
for somelimited diversity in the lastfew hopspreceding
the destination.The authorsof [10] proposedo use*“di-
versityinjection” techniqueo introducediversity into the
collection of routerepliesin query-basedouting proto-
cols. The basicideais thatintermediatenodescachethe
partialroutesfoundin theduplicate to-be-droppedoute-
requespaclets. Whenlaterrelayinga route-replypaclet
backto therouterequestertheintermediatenodeswill in-
jectdiversty into theroute-replypaclet by replacingthe
partial route from the local cache. To addresghe prob-
lem of high per paclet overheadn sourcerouting proto-
colssuchasDSR,"implicit sourcerouting”techniquevas
proposedn [11].

A variety of techniquesave beendevelopedto reduce
the flooding overheadin on demandprotocols. DSR ag-
gressvely utilizesroutecacheto reducetherouting over
head[12]. ZRP[6] is a hybrid protocol,whereintra-zone
routing is donewith a proactve approachandinterzone
routing is donewith an on-demandapproach. For rout-
ing within alocal neighborhood(intra-zoneuting) ZRP
usesasimple,timerbased.ink Stateprotocol. For desti-
nationsthatarelocatedbeyond the local zone(interzone
routing), ZRP usesa query-replymechanisnto discover
route on demand. ZRP’s inter-zone routing is depen-
denton a servicecalled bordercasting, which allows the
route-requespacletsto be directedto the currentinter-
mediatenodes peripheralnodes. By utilizing border-
casting and appropriatequery control mechanisms[14],
ZRP canreducetherouting overheadcomparedo purely
proactive link stateor purely on-demandoutediscovery.
BothLAR[7] andDREAM]8] attemptto utilize geograph-
ical location information to reducethe flooding over
head.They assumehatmobilenodescanlearntheirloca-
tionsvia meanssuchasGlobal PositioningSystem(GPS).
Basedon the location of an intermediatenode and that
of the destinationnode,paclets(route-requegiacletsin
LAR, datapacletsin DREAM) canbe broadcasinto a
restrictedregion insteadof the whole network, hencere-
ducingtherouting overhead.More recently a gossiping-
basedapproach[13}wvasproposedo reducethe flooding

Flooding basedtechniquesare used by a number overheadin ad hoc routing protocols,where eachnode

of routing protocols in MANETSs, such as DSR[4],

forwardsa route-requegpacket with someprobability.



Location-aidedebroadcastielayhasbeeninvesticated
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the path. PANDA-EC canalsobe easilyadaptedo con-

beforein [20] and [21], which proposeddistance-based siderbattedifetime in routediscovery, whereintermediate

andlocation-basedchemesamongothersto addresshe
problemof broadcasstormin a mobile ad hoc network.
Our proposalof PANDA is similar to [20] and[21] in the
sensdhatwe alsoattemptto utilize locationinformation
to determingebroadcastelay But we uselocationinfor-
mationin a differentmanner In our PANDA approaches
locationinformationis usedto determindf anintermedi-
ateis agoodor badcandidatdor the next-hop node.Ad-
ditionally, we utilize velocity informationto estimatethe
link lifetime, which canleadto the discovery of longer
lived end-to-endroutes. Finally, the designgoal of our
approachis differentfrom thatin [20] and[21], whose
goal is to reduceredundantebroadcasmessagesvhile
enjoying highreachability In contrastthegoalof our ap-
proachis to discover betterroutesin termsof desiredQoS
metricssuchas smallesthnumberof hops,lowestend-to-
enddelay minimumtransmissiorpower, etc.

A numberof power awarerouting protocolshave been
proposedor wirelessadhocnetworks. Lik e our PANDA-
EC, PARO[23] assumeghat the nodescan dynamically
adjusttheir transmision range. PARO dependon redi-
recting techniqueto generatea pathwith a larger num-
berof short-distancéops. Accordingto PARO, aninter-
mediatenodewill redirectthe traffic of a directcommu-
nication betweentwo othernodesvia itself by inserting
itself into the pathwhenerer it determineghat doing so
will sare overall transmisgn power consumption.Some
other protocols,suchas [24], takes residualbattery ca-
pacity into considerationand attemptedto avoid routes
wheremary intermediatenodesare closeto battery ex-
haustion.Similarly, theauthorsof [25] arguedthatalways
routingtraffic throughthe minimal power pathmaydrain
out the batteriesof certainnodesalong the path, which
in turn may disablefurther information delivery even if
thereare mary nodeswith plenty of enegy. Aiming at
maximizingthesystenlifetime asawhole,they proposed
a set of algorithmswhich balancethe enegy consump-
tion ratesamongthe nodesin proportionto their resid-
ual enegy. More recently the work in [26] proposeda
novel approachor power consumptiorcalculationin the
routing processwhich takeslink error rate andthusre-
transmisin power consumptiorinto consideratiorwhen
attemptingto minimize the overall enegy of the path.
Our PANDA-EC shareghesamegoalasPARO in finding
routeswith multiple shorterdistancehops.Unlike PARO,
PANDA-EC utilizeslocationinformationto determinae-
broadcastelayin the route discovery processwhich is
tagetedto chooseclose neighboringnodesas the next
hop and hencereducethe overall transmisgn power of

nodeswith high residualbattercapacityaregiven priority
to gofirst.

VI. CONCLUSIONS
On-demandrouting protocolsin MANETS, such as

' DSRand AODV, often utilize flooding basedtechniques

to discover new routeswhenneeded.To avoid the prob-
lem of wirelessbroadcasstorm,the randomrebroadcast
delay(RRD)approachis usedin both DSR and AODV.
This RRD approachhowever, mayleadto the “next-hop
racing” phenomena.lIn this paperwe have proposeda
PositionalAttributesbasedNext-hop DeterminationAp-
proach(RNDA) to addressheproblemof “next-hoprac-
ing”. In the route discovery process,PANDA attempts
to utilize positionalinformationto determineherebroad-
castdelay Aiming at finding better end-to-endpaths,
PANDA wasdesignedn sucha mannerthatgoodcandi-
datesfor the next hopwill alwaysgo first andthus“win”
in the route discovery process. We proposedwo varia-
tions,namely PANDA-LO andPANDA-LV. PANDA-LO
algorithmconsidernly relative distancewhendeciding
rebroadcastielay while PANDA-LV takesinto consider
ationbothdistanceandlink lifetime.

Throughsimulationusing ns-2, we evaluatedthe per
formanceof PANDA algorithms. Both PANDA-LO and
PANDA-LV canachieve betterpath optimality thanthe
RRD approach,while enjoying the samehigh end-to-
enddelivery ratio. SincePANDA-LO algorithmdoesnot
considerlink lifetime, it may lead to fragile routesand
thus doesnot improve the overall end-to-enddelay On
the contrary PANDA-LV algorithm attemptsto choose
shorterhopsas well aslongerlived routesin the route
discovery processSOPANDA-LV algorithmcanimprove
both pathoptimality andend-to-endielay

The PANDA approacttanalsobeappliedin searching
routesin termsof otherconstraintssuchastransmissn
power consumption.Motivatedby the factthat multihop
routeshave lower power consumptionthan a big single
hoptransmis®n, we designedPANDA-EC algorithmfor
static or low-mobility wirelessnetworks suchas sensor
networks. Our simulationshovedthatat a moderatecost
of increasedrouting overhead,PANDA-EC canleadto
thediscovery of datapathswith aslessasonly 15%~40%
transmisin power consumptioncomparedto the RRD
approach. Since route discovery processis executed
occasionallyin staticnetwork topology we cangethigh
performancegain in term of power conseration with
PANDA-EC approach.
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