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Abstract—Power control in direct sequence-coded vision mul- TABLE |

tiple access (DS-CDMA) systems and, more recently, power/rate TyPICAL CHARACTERISTICS OFVARIOUS MULTIMEDIA APPLICATION CLASSES
allocation in multirate DS-CDMA based networks is an open
and interesting research area which has attracted much atten- Media Bit-Rate Bursty | Loss
tion. However, with a few exceptions, most researchers have Rate
emphasized centralized resource allocation algorithms for cellular

systems where the base station keeps track of the requirements
of the various users and is thus responsible for the manage- Video nx 64 Kb/s | low <10*
ment of network resources. Ad hoc wireless local area networks
(WLAN's), on the other hand, are generally configured as peer-
to-peer networks with no centralized hub or controller. Thus Data variable high -0
resource allocation has to be conducted in a distributed fashion.

We address the issue of distributed resource management for

multirate DS-CDMA based multimedia WLAN's by 1) presenting - o jications with varying service requirements into a single
a distributed resource allocation protocol, known as distributed

resource negotiation protocol (DRNP) that builds on theRTS/CTS networking infastructure), in the form of multimedia WLAN's.
bandwidth reservation mechanism provided by IEEE 802.111,

and provides quality of service (QoS) guarantees through dis- ; ;

tributed control of resources in DS-CDMA based multimedia A. Quality of S?rVICe (QOS) .Parémeters_ )

WLAN'’s and 2) investigating the performance of various resource Next generation multimedia wireless information networks

allocation schemes within the context of DRNP, in terms of (WIN’s) are expected to support a wide variety of applications
:‘;tzzork wide metrics such as overall throughput and blocking \yith varying service requirements. These service requirements
’ are typically expressed through application dependent parame-

Index Terms—Code division multiaccess, pseudonoise codedters for three quantities: bandwidth, loss, and delay [2]. Table |

communication, resource management, wireless LAN. illustrates the minimum bandwidth and loss requirements for
the various application classes expected to be supported by

|. INTRODUCTION multimedia WIN’s. For instance, voice communication can be

. . classified as a low rate service that can tolerate relatively high
ITH the allocation of unlicensed personal commur : .
L . : loss rates due to the inherent redundancy of speech signals. In
nication system (PCS) bands intended for wireless : . o
L . contrast, data traffic requires very low probability of loss/error
local data communications, the future of wireless local area . . .
ensure the preservation of data integrity.

networks (WLAN's) within the context of PCS seems assurec? :
It is the role of the resource management scheme to map

Fueled by the explosive growth of portable computers in ﬂ%ﬁ service requirements of the various applications to network

last few years, researchers are contemplating new concepts : ;
. . sources so that the QoS requirements of the various users

such as ad hoc networking, nomadic access, and mobhile . . . .
computing. leading to the fusion of computers and commuri € met, i.e., given certain QoS constraints, what resources
puting, g P Yoes the application require from the network such that the

cations in a ubiquitous computing environment [1]. Moreove : > Th b f h
with the shift toward integrated multimedia networks SUCEOS- requirements are me_t. € number of research papers
edicated to answering this question in the context of ATM

as asynchronous transfer mode (ATM) in the wireline arena . .
o . o . . networks is a testament to the complexity of the problem

WLAN's in their traditional roles as extensions to the wire 31-5]

infrastructure are expected to bring the revolutionary cap :

bilities of wireline multimedia networks such as ATM to the In multimedia WIN's, the notion of resource manage-

X ) - - ; : gnent is inexorably tied to the medium access control (MAC)
wireless arena (i.e., the ability to efficiently integrate disparate . : o L :
mechanism. For instance, in time division multiple access
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are expressed in terms of minimum bandwidth and maximymnotocol overhead, it is desirable to maximize the data payload
packet loss rates and address the issue of resource managfin a packet. However, in the presence of errors, retransmis-
ment in such networks in terms of power control as well agon of large packets leads to reduced protocol efficiency. We
transmission bandwidth allocation. therefore propose using a packet train [13]. Instead of a single
Power control in DS-CDMA systems [7], [8] and morepacket, a packet train consists of a large number of sequenced
recently power/rate allocation in multirate DS-CDMA basethini-packets, each suffixed with a CRC for error detection. At
networks [9] is an open and interesting research area whitte receiver, the CRC'’s are used to detect errors within each
has attracted much attention. However, with a few exceptiook the mini-packets and a single negative acknowledgment
[10], most researchers have emphasized centralized resoyMdA&CK) is sent back to the transmitter with the sequence
allocation algorithms for cellular systems where the basestasmbers of the mini-packets that were received incorrectly.
tion keeps track of the requirements of the various users afilde transmitter then selectively retransmits the mini-packets
is thus responsible for the management of network resourctiat were incorrectly receiveldAs opposed to IEEE Standard
WLAN's, on the other hand, are generally configured as ped02.11, once a session has been set up, packet-trains do not
to-peer networks with no centralized hub or controller. Thugquire synchronization, source and destination addresses that
resource allocation has to be conducted in a distributed fashiomust accompany individual packets. Moreover, when errors
We address the issue of distributed resource managemgmtoccur, only the mini-packets that are damaged need to be
for multirate DS-CDMA based multimedia WLAN's by theretransmitted. Hence, packet trains allow us to reduce overhead
following. by transmitting a relatively large payload, while avoiding the
« Presenting a distributed resource allocation protocol th@terhead caused by the retransmission of large packets by

builds on the RTS/CTS bandwidth reservation mechanigiplating the damage to a small portion of the payload.

provided by IEEE Standard 802.1113 and provides QoS

guarantees through distributed control of resources @ Voice and Data Sessions

DS-CDMA based multimedia WLAN's. A data session is defined as the transmission of a packet

* Investigating the performance of various resource allocgain from the transmitter to the receiver. Although, a voice
tion schemes in terms of network wide metrics such agssion will also involve the transfer of a packet train, due

overall throughput and blocking rates. to delay constraints, it may not be desirable to negotiate for
resources each time a burst occurs. We therefore negotiate
II. NETWORK MODEL for resources at the start of a voice session, and assume that

We now present our model for an ad hoc multirate Dgtansmission of voice packet trains is given priority over the
CDMA based multimedia WLAN. A novel aspect of thedata packets at the transmitter.
architecture is a common receiver (C-R) based code protocol
coupled with a dual receiver architecture. As with all multirat®. WLAN Topology

DS-CDMA networks, the transmission power and data ratesa single-hop, ad hoc, asynchronous DS-CDMA based mul-

are the core resources to be managed. We also define seu@fddia WLAN with & terminals is considereds is defined
guantities specific to the resource negotiation protocol to Bg the set of terminals in the network
presented later.

K={1,23, K, k}. (2)

A. Asynchronous Multiprocessing Gain DS-CDMA The terminals are assumed to be distributed randomly. Also, it

Although several asynchronous multirate CDMA schemés assumed that their positions are either fixed or slowly vary-
have been proposed [11], the scheme characterized byiad? Thus, diversity techniques, such as multiple antennas,
users, regardless of their transmission data rates, using theae-used to compensate for the flat-slow fading of the indoor
tire system bandwidth is considered in this paper. Specificalthannel [14]. Thus the received signal strength is influenced
consider a terminal, that generates an information bit streanmainly by path loss and shadow fading. We define a path loss
of rate R;. The information bits are spread by a pseudonoiseatrix as
(PN) code sequence witN; chips per information symbol to

obtain a transmission bandwidth & . Thus the processing H={hij} bk i ©
gain for terminali is given by whereh;; is the path loss from terminalto terminal ;.
w
Gi= R (1) E. Spread-Spectrum Modeling

This scheme supports multiple data rates by varying theThe chip rate for all terminals is fixed and the total band-
processing gain. Obviously, terminals transmitting at lowayidth W, is used by all terminals. Additionally, we assume
bit rates will have higher processing gains. that all supported transmission bit rat&s, Ra, Ra,---, R,

1The selective repeat ARQ is used only in cases where the ARQ is feasible.
B. Packet Trains For instance, for voice applications the mini-packets that were received

. . incorrectly may just be discarded.
In packet switched networks there is a tradeoff k:)(:"tweenzSpecific:ally, it is assumed that the channel characteristics are more or less

packet sizes and protocol efficiency [12]. Generally, due tonstant for the duration of the packet train.
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¢.(t) or Common Code currently receiving data frames. A session between terminals,
! i € Kt, andj € K", is denoted by{:, j}. Also, K¢ =
/V K' U K", is defined as the set of currently active terminals.
Data Moreover, it is assumed that a transmitter can communicate
or Control Msgs. } with only a single receiver at a time and vice versa.
Cj(‘) /' V The CCCH is assumed to have a slotted structure with each

\_ slot equal to the transmission time of a control message. All
Data , control messages are assumed to be of the same size. The data
rate on the CCCH is fixed. All messages are transmitted on

hg;’;;rgoels X the CCCH with the same power, i.e., no power control is used.
Moreover, it is assumed that control messages are transmitted
with a high enough transmission power so that they can be
Common Code

received by all terminalg<t. Since the CCCH is a single
Fig. 1. Dual receiver architecture. channel, it is vulnerable to collisions. Due to the relatively
light traffic on the CCCH, a simple multiple access scheme
are multiples of the lowest rateR;, and that the bit rates such as slotted ALOHA is proposed. Moreover, due to the
are restricted tdzf(i’l) bits/s (i = 1, 2, - -+, n), so that the Critical nature of the control messages it is assumed that some

processing gain varies by a factor of two. It is assumed tHf@fm of forward error correction (FEC) is used for messages

there is a set of spreading codes that may be used by fifp the CCCH. ) )
terminals The QoS requirements for a session are expressed through

the maximum packet error rate (PER) which can be mapped
C={ct, &2, K, e} m > k. (4) into an equivalentt, /N, signal-to-interface ratio (SIR) re-

Given a set of spreading codes there must be a proto@iireément [17]. The matrit” is defined as
yvhich dictates how they are utilized. T_h?s is called the spread- = {v;} i jEeK, i#j (5)
ing code protocol and can be classified as common code,
receiver or transmitter based and hybrid common transmitighere~;; represents the minimum SIR requirementfor ;}.
and common receiver. For the system being presented, a dlia transmission data rate requirement for;} represented
receiver architecture with the hybrid common/receiver (C-R)y the matrix, which is defined as
code protocols is considered [15], [16]. This is illustrated
in Fig. 1. The common code is essential to the operation U={¢y;} jeEK, i#j (6)
of the resource negotiation protocol presented in the nex . - o .
chapter. It allows all terminals in the network to track networ%ﬁsrr?]ﬁ%rfu;?epw gigr?atrzggsi,gif)?ogoa??f(r)?tz g nﬁ i}n.al is
activity and thus implicitly gain knowledge about the state of. : .
the system. This is imperative if QoS guarantees are to d%'(\a/e.n b y ©. The transmitted power allocated for a session
sustained. Moreover, although the dual receiver architect ‘e’ } is represented by the matrik
does add additional complexity to the terminal hardware, it P = {p;;} i,jeK, i#j (7)
does allow terminals to track network activity while receiving.
This again limits the loss of critical state information. Sinceherep;; represents the transmitted power from termintd
each code in a CDMA system may be thought of as a chanrieiminal j. The rate matrix® is defined similarly
the common PN code forms a single channel. This is called o o
the common control channel (CCCH), since it is used for R={ry} GjeK, i#] (8)

control messages and is shared by all terminals. Similarly, e%nerem represents the allocated data rate far;}. Back-
receiver COd?Ci’ _forms a data ghannel, den_oted]asJHi, round additive white Gaussian noise (AWGN) with one-sided
Each terminal is equipped with two receivers and a tran(§(-i;\,ver spectral densityy, is assumed. Using the Gaussian

mitter. One receiver is always synchronized to the commap,, imation for the multiple access interference (MAI) [18],
code while the second receiver is synchronized to the uniq ®

receiver code assigned to each terminal. A terminal cannot

transmit and receive simultaneousiy terminal that is not

transmitting, monitors the CCCH. Moreover, the dual receiver Z =& = Z Pimhi; +neW 9)

architecture allows a terminal to receive control and data {1, m}£{i, j}

messages simultaneously. . ) . o
Specifically, letk® c K, denote the set of terminals thatVhere&; is the interference experienced By, j}. The SIR

are currently transmitting. Therk® = (k) is the set of Matrix can be defined as

terminals monitoring the CCCH. Obviously® U K¢ = (. W hijpij

Moreover, K™ C K¢, defines the set of terminals that are R=wy = { riilis }

], the interference matri¥ is defined as

(10)

3This is true of all single-channel radio networks. When a terminal is . .o . .
transmitting, any received signal is comparatively much weaker than t)%.he.fe wij 1S the SIR for the {'Lv J} session. G'Ve_n_ that
transmitted signal. Hence, the received signal is essentially blocked out. {¢, j} has been allocated a SIR af; > ~,;, the additional
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interference that can be sustained{dyj}, is denoted by;;,. duplexindg and is impossible in the single channel architecture
We thus have being proposed. Although less efficient than global allocation
W hijpi, schemes, incren_1en_tal schemes are _better suite_d to single
Em = Yij- (11) f:hannel based distributed |mplementat|on. DRNP is one such
incremental resource allocation scheme.
Solving for 6;; the maximum sustainable interference (MSI) However, incremental schemes do have the tendency of

matrix A, is defined as being unfair. For instance, continuing the example above, once
Wopsihis {4, j} is active, the{m, [} session is essentially constrained
A=b;= {# — gi]} (12) by the resources allocated tf, j}. In certain situations,
TigYij

this can seriously degrade the performance of the network.

wheres;; represents the maximum additional interference th&er instance, if{i, j} is allocated the minimum required

the receiverj can sustain given that the interference;isand transmission power, th¢m, [} session Vylll not be able to

{4, } has been assigned a transmission powep;pfand a transmit, as the MAl introduced byn, I} will violate the QoS

data rate ofr;;. for {i, }. This issue is analyzed in detail in the next section
which deals specifically with resource allocation policies.

Ill. DISTRIBUTED RESOURCENEGOTIATION PROTOCOL . .
B. Resource Allocation List (RAL)

Using the model outlined above, we now present a dis- o i
tributed resource allocation protocol known as distributed The resource allocation list is an extension of the network al-

resource negotiation protocol (DRNP) that can be used /fgation vector (NAV) used in 802.11 WLAN's and the power
allocate resources on a per session basis. constraint list (PCL) introduced by Whitehead [20]. Each
terminal maintains a database which encodes its knowledge
about other ongoing sessions in the network. For illustration
purposes, leti, j} be a currently active session. The set of

Resource management can be performed on a global orifyrd party terminals with respect tfi, j} can be defined as
cremental (per session) basis. The global resource management

(RM) entails renegotiation of resources each time a session Kij =K —{it —{j} (13)

is activated or leaves the system. In the incremental scheme, ot f¢. pe the set of third party terminals with respect to
resources are allocated only once per session. This is analoggu§~} thzat can track the CCCH. A terminake K¢.. encodes

. . X U . i
to the packing problem, where certain boxes of various sizg$,rmation about the{i, j} session in its databajs}éALl, as
are to be fit into a container. Here the volume of the containgr,ecorg containing the following fields.

is the resource that needs to be allocated. In the global scheme,
boxes that are already packed can be moved around to make
room for incoming boxes, while in the incremental scheme,
boxes once packed are static. Incoming boxes then have tQ
fit around the boxes already there. For instance, assume that »
i, 7} has been allocated certain resources. Another session : . . o
}7771;]][’} now requests resources from the network. In the * The5 maximum sustainable interference (MSI) for j},
. ij-

global case, the network will allocate resources{ta, [} . 'I'er1e estimated duration for the, j} sessiongs;.®

as well as reallocate the resources allotted{#0oj} so that , o J e .
some optimization criterion (such as the minimization of totaj -1t contains a similar record for every active session in
transmission power, or maximization of total throughput) i£1¢ NeWwork. Usingu,; andé;;, I can determine its maximum
met. However, in the incremental allocation case, the netwdfRNSMission power such that the interference atoes not
allocates resources tpn, [}, while preserving the resourceseXceedé;;. This is given by

allotted to {7, j}. . $ij . . .

Global RM has the advantage of being extremely flexible #% = M {h_zj’ @} (€K', jEK', leKj.

as it is able to reevaluate resource allocation decisions as (24)
needed. Although, this does allow it to utilize resources vekife now definer; as the maximum transmission power for
efficiently, there is a price to be paid for this flexibility. Global, such that the MSI constraints for all active sessions are
RM schemes are highly computationally intensive and entpiteserved, as

a lot of protocol overhead in a distributed environment as _ . 15
they require that the entire state of the system be known = [m,ylflcl%ALl{my}' (15)
at each decision int-erval-' This mak(-as global RM-SChemes“There are two forms of duplexing, frequency division duplexing (FDD)
well suited to centralized |mplementat|ons, such as in Ce”u@rj{d time division duplexing (TDD). Dljplexing inZIudes isolation of the send
systems, where the base station can monitor all activity aaeh receive channels either by separating them in frequency (FDD) or in time
make reallocation decisions as required. There is anotNB?D)_- _ o _ 4 _ o _
fundamental limitation to global allocation protocols. They 6Th|s mformapon is advertised by gnd is explained in Fhe ngxt sec‘tlon.

. . . 7 °The receivey, calculates the duration of the transmission frqray using

require that a terminal be able to receive resource a“Ocat'fH@ size parameter in thB7'S message and the allocated data rate. This is
messages while it is transmitting. This requires some form efplained in detail in the following sections.

A. Global Versus Incremental Resource Management

The source 4) and destinationj) addresses fof¢, j}.
This can be thought of the index or key field of the
database. All entries are accessed through this field.
The estimated path loss to the soufgg and destination
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C. Data and Voice Session Negotiation

As stated earlier, voice and data sessions are treated differ-
ently when negotiating for resources. Data sessions negotiate
on a per packet train basis while voice sessions are allocated
resources once in the beginning of the session. Due to the
difference in duration between a voice session (typically 90 s)
and a data session 30 (typicallyl s), a voice session
can potentially block many data sessions, even though there
may not be any voice activity. We therefore assume that a
transmitter can establish data sessions during the silent periods
of the voice sessions. Hence a transmitter can potentially
establish two sessions at a given time, although a receivgy. 2. out of data RAL leads to an incorrect value far, to be advertised.
can only participate in a single session at any given time.

Extract: i, j,y (i,j), ¥ (i,j) T (i)
j decides that it can

support the QoS

requested by |

based on incorrect T (i)

1) Secondary Reject (SREJRecall that a terminal cannot
D. Control Message Formats transmit or receive simultaneously. This implies that a terminal
Control messages are broadcast on CCCH and are useéssentially deaf while it is transmitting. Thus, even if no
to setup/tear down sessions, etc. The following conventionather form of message loss occurs, a terminal’s RAL will
used in the presentation of the control message formats. not be updated while it is transmitting. An out of date RAL

« Physical layer entities such as synchronization and er@n cause a receiver to allocate resources to a session that
detection/correction fields have been excluded. Only thould degrade the QoS of the currently active sessions in the
data structures specific to the DRNP are presented. network. This scenario is illustrated in Fig. 2, whereas out

« Each message is prefixed by the source and destinatffrflate information. When it tries to establish a session with
addresses. 4, an incorrect value forr; will be advertised inR7’S;;. The

« Each message contains a unique entry identifying tf@ceiver;j has no way of validating; and may allocate a
message type and is denoted by the respective messgBSmission power _that causes, to fall _belowfyml. _
name in the presentation of message formats that follows.The secondary reject (SREJ) mechanism allows third-party

The RTS message is used by a transmitter,K, to initiate receivers to interrupt the setup of sessions that violate their

a session with another termingl,c RAL;. Its format is QoS guarantees. Continuing the scenario outlined above, the
' ' dual receiver architecture allowgo track the CCCH while it

is receiving data. If the MAI introduced b{i, j} causesv,,;

RTS;; = %, J RTS? ijy Yij sy iy Oiy .
i =10 Brig Yish i 0is} to drop beloww,,;, I issues aSRE.J; message as

where o;; is the size (in octets) of the packet train to be SREYJ;, = {l, %, 6} m e K.

transmitted. TheZZSR message is used by the transmitter ) ]
to signify the end of a session It is imperative that the SREJ message reablefore it starts

transmitting. To help accomplish thig, waits for a certain
ESR;; = {i, j, ESR}. number of slots {para) before initiating transmission. The
third party terminals wishing to transmit a SREJ teandomly
choose a slot for transmission of the SREJ mes8&tymmvever,

The C'T'5 message is issued by the recipignof the TS the SREJ mechanism does suffer from certain fundamental

message if it can support the QoS requested lithin the

data rate and power constraints. Its format is limitations. _ _ _
« A SREJ message may arrive after the timeout period.
CTS; = {j, i, OTS, {vij. ¥}, pijs 1ijs Tii } This is a drawback for all timeout-based synchronization

schemes and is unavoidable.

« The SREJ messages are themselves vulnerable to loss
through collisions with other traffic on the CCCH. Stan-
dard collision resolutions mechanisms involving ARQ are
not feasible in this case due to the delay overhead they
cause.

In principle, the probability that a SREJ message is lost can be

minimized by makingpara as large as possible. Realistically,

where NACK contains information about the mini—packet?he ain in terms of QoS guarantees is far outweighed by the
that were received incorrectly. The primary reject (PREJ) IS 9 9 9 y

issued by the receivef if it is unable to support the QoS overhead through delay caused by excessively large values

requested by the transmitter, The format of thePRE.J;; "As opposed to PREJ, where the intended receiver denies access to the
message is network. o _ o

8Note that there is an implicit assumption here that transmission delay
o is much greater than propagation delay. This is quite valid in WLAN
PREJ;; ={j,t, PREJ, {vij, ¥i; }, m}. environments as terminals are confined to a limited geographical area.

wherer;; is the duration of the session. TS A;; message
is sent to the transmittef, by the receivet, in response to
the ESR,;; message. Its format is

ESAj ={j, 4, ESA, NACK}
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for 7para. ldeally, the timeout period should be varied with
network load, although this again might entail too much
computational overhead, although it does form an interesting
avenue for research. The effect of message loss involving
SREJ is investigated later.

The SREJ mechanism introduces another tradeoff by re-
quiring that an active receiver transmit a SREJ. This entails
that the incoming data stream be disrupted for the duration
of the transmission. Although, the damage is limited to a few
mini-packets, depending on the state of the ongoing session,
transmitting a SREJ may cause more harm than good. This is
especially true if the session in question is near completion. 3rd Party
DRNP in its current form uses a hard decision metric to decide RTS/ACTS
whether a SREJ message should be sent out. Nevertheless, if Dispatch | PREJSREJ/UPD_MSI
is clear from the above discussion that DRNP’s performance Process
can be improved by the following. Terminal

* Using some form of soft decision metric, i.e., the severity - =~

of the damage caused by the errant session must be taken

into account. If the drop in SIR is minimal, it may be RTS/CTS/PREJ/SRE]

preferable to allow the session in question to proceed. 3rd Party RTg;,CI)TS;zijEJ/SREJ
< Taking the status of the current data transfer into consid- -

eration. If near completion, the transmission of the SREER- 3. Top level process architecture.

may cause more damage than the incoming session.

2) Update Maximum Sustainable Interferencehe update a session); 2YX (has a packet train to transmit); BX (af-
maximum sustainable interference (URIBI) message is ter receiving an RTS message); WAIT_FOR_CTS_PREJ
broadcast by all third party receivelss K;; when theC'ST;; (issued a RTS message and waiting for a response from
message is received. This message updates the interfereRgereceiver); SWAIT_FOR_SREJ (CTS message has been
marginml wherem K*, due to the addition ofé, j} to the received); and 6WAIT_FOR_ESA (after issuing an ESR).

Receiver
Process

3rd Party
Process

Transmitter
Process

CTS/PREJ

network. Its format is Each ‘wait-for” state has an associated timeout, denoted by the
7 variable suffixed with the name of the corresponding state.
UDP.MSI;, = {l, =, {m, I}, 6} For instance, the timeout variable for t#éAIT_FOR_SREJ

state is denoted byyarr_ror_srrs. For illustration purposes,
where = is a network specific broadcast addr@sSince e assume that terminal € K° is attempting to establish
UPD.MSI messages are transmitted by one or more thigd session with terminaj. Terminalsl, m € K;; are two
party receivers, they are particularly vulnerable to loss throughyrd-party terminals with respect t, j}.
Collision. Thus the same I‘andom S|0t mechanism Used fOI’The dispatch process is essentia”y a message router that
SREJ is applicable here as well. In fact, URSI and SREJ receives messages from other terminals, and depending on
messages are extremely similar, i.e., they are both usedifig state of the terminal, routes them to the appropriate
update third party RAL's. Thus, in the current incarnation Qirocesses. It is designed to relay information to the other
DRNP, the time windowrpara is shared by both SREJ andprocesses only when they require it. It makes the presentation

UPD_MSI messages. and implementation of the other processes in DRNP more
manageable as these processes do not have to deal with error
E. Functional Specificatidfi conditions caused by the arrival of an unexpected message.

Each terminal executes the following processes: 1) dispata—the_diSpitCh Process algorithm.is. presenteq as Algorithm A
2) transmitter; 3) receiver; and 4) third party, that communical® Fig. 4** A flow diagram depicting the dispatch process

through the RAL and a shareSTATEvariable. Fig. 3 is a 290rithm is presented i”_ Fig.5. o
block diagram showing the highest level of process interaction, 1) Transmitter ProcessThe transmitter process is trig-

All messages are received by the dispatch process and %%ed by the arrival of a packet train for transmission and is

routed to the appropriate processes responsible for the setting up tearing down sessions originated

The STATEvariable is a global variable used as a fornl?y "’? terminal. The ?apkoff count paramet@rdictates the
of interprocess communication (IPC) by all the processes. AXImum number of times a session can request resources

any given time, it contains the current status of the termindio™ network before being discarded. If the terminal is
which can be one of the following. IPLE (not involved in currently idle, i.e., STATE= IDLE, the transmitter process
initiates session setup by issuing a RTS message to the

9This address may be similar to Ethernet which uses a MAC level broadcASCEIVET- If the' receiver responds with a CTS _message, the
address to signify all tranceivers in a segment. transmitter waits forrpaTa Slots before assuming that the

10presenting the protocol in this way serves a dual purpose; it simplifies
presentation as well as proposed a method of implementation. 11The algorithm for the various processes are present@séndeC.



LAL AND SOUSA: DISTRIBUTED RESOURCE ALLOCATION 953

Dispatch Process third party session is deemed complete and is removed from
Loop {Forever) the RAL. This is necessary as loss of ESA messages can result
if (message.destination == my address) in resources being allocated even when the sessions using them
{ have left the system. In the following section it is assumed
switch (message.type) that! € K;;. Algorithm D in Fig. 11 depicts the third party

case (RTS): algorithm as executed WyFig. 12 illustrates the flow diagram

1f (STATE == IDLE) for the third party algorithm as executed by termihal
STATE = RX;
Transmitter Process (message); . .
case (CTS): F. Protocol Validation of DRNP
if (STATE == WAIT_FOR_CTS) Spinis a protocol modeling tool developed at Bell Labs
Recelver Process (message) [21] that can be used to simulate communication protocols.

case (PREJ):
if (STATE == WAIT_FOR_CTS_PREJ) ;
Transmitter Process (message);

A model of DRNP was created using tiRgomelalanguage
and simulated using the Spin package. The model was used

case (SREJ) : for conformance testing as \_/veI_I protocol validation using
if (STATE == WAIT FOR_SREJ) lossy channels. The results indicated that DRNP was free
Transmitter Process (message); of deadlock situations and could recover from almost every
case (ESR): conceivable combination of message loss on the CCCH.
if (STATE == RX)
Receiver Process (message); IV. RESOURCEALLOCATION POLICIES
case (ESA):
if (STATE == WAIT_FOR_ESA)
Transmitter Process (message); A. MSI
default: The MSI is a local parameter advertised by a session, that
Delete Message(message) effects the global performance of the network. In general, the
} MSI for a session{¢, 7}, 77, is given by
elis . )
3™ Party Process (message) &j::VVp”h” _ 2: S S——— (16)
Fig. 4. Algorithm for dispatch process (algorithm A). Tijij {m, 1}#{i, 5}

. As can be seen from (16}, is a function of the SIR
session setup has been successfgl. If an SRE‘] messags RRated for{i, j} as well as the current interference levels
received within rpata, the transmitter goes into baCKOf.fat j. Moreover, the MSI| advertised by a particular session de-
mode and attempts to setup a session again at a later t'E‘é‘?{mines the maximum transmission power of other terminals.

tShesg;%‘t'ear down '? n:rl;uated py.the dtrtz;\]nsmnzie_itj_y ISfUI?r? Hence, the MSI reflects the fact that both transmission power
€ ij Message 1o the receivgran en waiting for th€ -4 interference levels within the network affect the chances

ESA,;; message from the receiver. Algorithm B (see Fig. at a session setup will succeed

iIIustrates t_h(.a_transmitter. algqrithm fc.)r‘termin'al < Kc.’ To demonstrate the dynamics between MSI and network
yvantlng to initiate a session with termingl _Addmonal_ly, it performance we propose a hypothetical network with a large
IS assumed thain,_l € I;;. The corresponding flow OIIagramnumber of terminals. We assume that session requests arrive at
IS present(_ed in Figs. 7_ and 8. . . each of the terminals at a certain rate. Moreover, sessions that
2) R_ece|ver ProcessThe FECEIVer process 1S tnggered_byare successfully setup never leave the system. For illustration
thﬁ ?;”V?me a ETS mestsadgg ' ltthls trespon.f:ble forl;ietermlm e%{}poses le{i, j} be the first session to be setup. This session
whether the QoS requested by the transmitter can be suppor ertises a nonzero value fé; and since there are no other

If it can, the receiver issues a CTS message containing ssions, the network is essentially limited by the AWGN in

allocated transmission power and date rate to the transmitﬁ:‘re network. As other sessions are setup, the MA§ dhe

Othng|se a PREJ message 1S issued. If an ESR_messag etond term on the right-hand side of (16) increases until
received from the transmitter, an ESA message is issued. The

receiver process algorithm is presented in Algorithm C (see Wpijhij _ Z
Fig. 9). Fig. 10 illustrates the flow diagram for the receiver TV (m. B2 (i)
algorithm as executed by termingl ’ ?

3) Third-Party Process:Third-party terminals monitor the At this point, the MSI advertised bys, j} will be zero.
RTS/CTS/PREJ and ESR/ESA handshakes relatingitg} Since no sessions ever leave the network, all other sessions
and use the information to update their RAL. The third partgrriving later will be blocked. Although unrealistic, the above
process is the all purpose message handler for all third pastyenario does illustrate the strong correlation between the
messages and is responsible for updating the RAL. It is alstsl parameter and global network performance. We now turn
responsible for implementing the timeout mechanism for aur attention to the relationship between MSI and resource
third party sessions contained in a terminal’s RAL. In ouallocation policies. In doing so we hope to gain insight into
example, this is denoted by ;,{¢,7} € RAL.. Thus if no the effect that various resource allocation schemes have on
ESA is received within the timeout period, the correspondii@RNP performance.

prnlhrnj - UOW (17)



954 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 17, NO. 5, MAY 1999

(*) 3rd Party Messages:

3rd Party RTS/CTS/PREJ/SREJ
UPD_MSI

X = WAIT_FOR_CTS_PREJ

Y = WAIT_FOR_SREJ

Z = WAIT_FOR_ESA

(*)3rd Party
Message?

Yes 3rd Party
Process

SET Yes Transmitter Yes
STATE=RX Process
A

Receiver %

Process

3

Fig. 5. Flow diagram for dispatch process algorithm.

For illustration purposes, consider a four terminal networndiven by
(Fig. 13). The following is assumed.

* All of the sessions in the four—t.ermlnal network are of the Vit Z Pt + oW

same type. They all have a minimum SIR requirement of _ (200 )

~ and minimum data rate requirement ©f Pt = e (18)
* Moreover, Kt = {i}, {I}, and K" = {j}, {m}. {4, j} Y

and{l, m} are the only source-destination (S-D) pairs isince only the minimum required SIR is achieved at the

the network. receiver, MS| advertised byi, j}, 6;;, will be zero. Thus,
+ The system bandwidth & and the background AWGN =, = 0. As a result{m, I} will not be successful for the
has a one-sided power spectral density;@f duration of {¢, 7}. Except for the explicit QoS guarantee,

the minimum power allocation scheme functions exactly like

the RTS/CTS bandwidth reservation mechanism in 802.11. It

, essentially reserves network resources for fhej} session

B. Static Network and prevents any other sessions from being established.
Consider a static network which is a snapshot of the systemMoreover, since only the minimum data rate is allocated,

where for a given payload size, the transmission time far j}

« {4, j} is an ongoing session and has been allocatedSamaximized. This implies that not only will the incoming
transmission power gf;; and data rate;; by a resource {m, !/} session be blocked for the duration ¢f, j}, but
allocation scheme; that the blocking duration will also be maximized. The above

e as part of the session setup process, termindias discussion implies that performance may be improved by
advertised a maximum tolerable interference leveljof €ither:

This too is resource allocation policy dependent. As a e+ decreasing the time duration of tHé, j} session;
result, terminalsl, m € K,;, have set their maximum e increasing the value for MSI advertised Ky, j}. This
transmission powers tbandm, respectively; will enable other terminals to communicate while still

 terminalm wants to establish a session with termihal satisfying the MSI constraint imposed Ky, j}.

1) Minimum Power Allocation:The minimum power al- 2) Maximum Rate AllocationThe maximum rate alloca-
location scheme is one of the most obvious, and widetion scheme allocates, if possible, higher data rates than the
utilized resource allocation schemes (especially in centralizednimum required at the expense of additional MAI within
networks [8]). This scheme emphasizes conservation of tratise network. The maximum rate (MR) scheme is similar to
mission power and only the minimum transmission powéhe minimum power (MP) scheme in the sense that only the
required to achieve;; and+;; is allocated and is, in general,minimum required SIR is allocated to any session. Any extra
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Process Transmitter
Retry Count = 0;
if (data to transmit)
{
while (Retry Count < B)
{
STATE = TX;
Retry Count = Retry Count + 1;
if ({x,j} € RAL; V xe K%
{
Wait for Tsysy:
continue;

}

else

{
Transmit (RTS;:;);
STATE = WAIT FOR _CTS PREJ;
Set Timeout (Twarr ror crs eres) i

if (RAL; is updated) and (Tyarr-ror-crs-rres DOt expilred)
continue;
else if (Tyarr-ror-crs-rres €Xpires)
continue;
else
{
switch (message. type)
{
case (PREJ):
continue;
case (CTS):
Extract p;; and r;;.
STATE = WAIT_ FOR_SREJ;,
Wait for 7Tpara slots;
if (message.type == SREJ) and (7Tpar; not expired)
{
Extract m, 1,6,
Estimate path loss hj;
Update RAL;
continue;

}

else

{
Transmit DATA;
Transmit ESR;;
Wait for ESA;;;

Fig. 6. Algorithm for transmitter process as executed ibgAlgorithm B).

transmitted power, over and above that required to support fhiee effect of the{:, j} session on the static network as a
minimum data rate and SIR, is allocated to increase the dajhole is also similar. Since;; is set to zero, then as in the
rate of the session which is given by previous case, the network will allow only one session to be
max _ Whjm; (19) active at a time.
I ' However, since a higher data rate is allocated to{the }
Yij Z Dmibm; + 0W session, for a given session size, the duration of {thej}
{m, 3 #(4, 5} transmission will be less than in the MP allocation case. Hence,

7
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START

Wait
Idle'? T (RANDOM)
YesY

m(i) SendRTSonCCH
RAL(D) ¥ (i), v Gij), 7 (i)}
/

STATE No
=IDLE?:>

Wait For
CTS(ij)/
PREJ (ij)

RAL(i)
Update?

X = WAIT_FOR_CTS_PREJ
Y = WAIT_FOR_SREJ

Extract:
m,Lh(il) and
&(ml)
Update PCL

Extract from CTS
p (ij), r (ij)

v

Transmit using

C(i), at Set ESR
power p (ij}, and STATE=IDLE
rate r (ij)

/

Fig. 7. Flow diagram for transmitter process algorithm as executed. by
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Receiver Process
switch (message.type)

{

case (RTS):
X = WAIT_FOR_ESA Estimate Path Loss h,;
Estimate MAI & ;
STAS;a'Itfzx Wait if (wij 2 A'jf)
Transmit (CTS ;)

T (RANDOM)

STATE = WAIT]_FOR_SREJ;
A else
Transmit ( PREJ,,)
STATE = IDLE;
case (ESR):
Transmit ESA_,
STATE = IDLE;
}

Fig. 9. Algorithm for receiver process as executedsbAlgorithm C).

Wait for
ESA(ji)

ESA (ji)

No received
T C. Dynamic K-Terminal Network
STAT'SlsztIDLE : The discussion presented previously in the context of the
four terminal network can be readily extended to a general
K-terminal where session requests arrive at a certain rate.
sTOP Here too, network throughput is strongly correlated to the MSI

advertised by each successful setup or equivalently the max-
Fig. 8. Flow diagram for transmitter process algorithm as executed byimum transmission power allocated to an incoming session.
(Continued). Over the long term, network throughput is dependent on the
average MSI advertised by each session. This local parameter
the fact that this scheme introduces additional MAI into theas global ramifications as it determines the transmission
network is inconsequential as it is the MSI advertised Hgowers for all sessions arriving within the duration of the
{4, 7}, 6i;, that is the limiting factor, i.e., no other session wilession in question. We investigate the effect of average MSI
be successful as the transmission power of the other termir@ils network throughput in detail through simulations in the
is constrained to zero, irrespective of the MAI. following sections.
3) Maximum SIR Allocationin the maximization of SIR
allocation policy, any extra power ration is used to increagg \Message Loss in DRNP
the QoS of the session. The SIR at the receiuvgy, can be
maximized by allocating a transmission powerm@fand data
rate +»;; and is then given by

In distributed message-based systems, message loss is the
most common error condition. In the case of wireless systems,
message loss is most often caused by collisions on the shared
W hyjm; channel. In our case this is the CCCH. We have shown through
wi = . (20) exhaustive reachability analysis that DRNP can recover from

all error conditions. However, message loss does lead to

Vi > N fomipmi + 10V performance degradation and in some cases loss of QoS

m. L7240, 7} guarantees. In this section, we qualitatively analyze the effect

of control message loss on the performance of the network.
Although this is highly resource allocation policy dependent, it

is instructive to at least isolate the most troublesome scenarios.
I!? DRNP message loss effects the third-party terminals as well
?s the S-D pair for a particular session. As such, we investigate

As opposed to the MP or MR policy;; and as a result
T, IS May be nonzero. Thus, if terminaks and m are
sufficiently separated from terminaisand j,1? respectively,
then {m, I} may be successfully setup. The maximum Sl

(MaxSir) allocation scheme embodies the essence of CDM he effect of message loss in each phase of the protocol on the

(i.e., the possibility of multiple simultaneous transmissions bansmitter, receiver, and third-party terminals.

while preserving the QoS guarantees to each active sessiof). : :
Moreover, althoughy;; is always guaranteed to be greater than fb RTS/CTS (Session Setuphe effect of losing a RTS

- . . . or CTS message on network performance is the same for
or equal toy;;, the introduction of{m, I} into the network both the MP and MR schemes. The loss of either a RTS or

causes;; tq degrease. 'I_'he variabiIiFy in the QOS for currentl¥: S message is detected at the transmitter through a timeout
active sessions is the price to be paid for the increased networ-'; . : : .
throughput mechanism. Since an exponential backoff scheme is used,

each loss of either message leads to exponentially increasing
delays in session setup. As far as the third-party terminals are
12Note that the success of a session setup is affected by both the maximum Y d if th P fall . h IgTSy

transmission power of the transmitter as well as the interference levels at gfancernea, even | they fail to receive the message sent

receiver. out by the transmitter, as long as they successfully receive
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RTS(ij)
Received

Extract
{y (i), w (if), n (i)}

v

Estimate
h{ij)

Calc.p(ij),
r(if), &(ij)

Send
PREJ(ji)

Sent CTS(ji)
{p(if),
STOP r(if),8(ij))

'

Monitor
DCH for
Data

v

Receive
DATA

ESR(ij)
received

Set
STATE=IDLE

Fig. 10. Flow diagram for receiver process as executed;.by
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(smer )

Wait for
Messge

LN o

CTS(i,))2 >——< PREJ((])?

Y Yes

Extract:
Update L
RAV(I)

sTOP Send No In .Yes Yes
SREJ(li) RAV([)}? Delete

Extract
il
Est. h(li)

n(l)
Updat ¢ Updat ¢
Fn"jﬂz/i(l()a ‘:c(ia) ° l;:;‘,)qdé(tg
start (1)
mer p(in(ti) Send

> &(mi) UPD_MSl(ix)

STOP

Send
SREJ(li)

Fig. 11. Algorithm for the third-party process as executed!bfAlgorithm D).

the CTS message, they will be able to update their respectiviél be issued is if one or more third party terminals fail
maximum transmission powers. to receive the RTS/CTS exchange during session setup of a
However, if a third-party terminal is a third-party receiveparticular session. Even in this case, only a single SREJ needs
(only in the MaxSIR allocation case) and fails to receive th® be issued (no UPIMSI messages) and thus the possibility
RTS message, it cannot determine the path loss from itselfdbit colliding with another message are extremely unlikely.
the transmitter. This entails that the third-party terminal cannbtoreover, since the only likely candidates for collision with
determine if the session being setup will cause its SIR the SREJ message are session setup/tear down messages, QoS
drop below the negotiated minimum. In this case the affectgdiarantees are still maintained as the incoming session setup
third-party receivers will opt to issue a SREJ to delay sessiminterrupted by the collision.
setup and update the offending transmitter's RAL. However, 4) ESR/ESA (Session Endontrary to the discussion
the tradeoffs regarding SREJ discussed previously apply. above, loss of session tear down encompasses one scenario
2) Update MSI (UPDMSI): UPD_MSI messages are crit-where the MP/MR schemes may actually be worse than
ical in maintaining QoS guarantees in DRNP, but are onthe MaxSIR scheme. Since the former advertise a MSI of
necessary when the MaxSIR policy is used. In the MP and M#ro, loss of the ESR/ESA messages by the third party
case, the MSI advertised by the CTS message during sesgemminals essentially blocks off any incoming sessions, until
setup is zero and is never updated. the respective time outs occur. Although the above scenario
3) SREJ: As with UPD_MSI messages, SREJ messages ai® also possible with the MaxSIR case, it is certainly less
expected to be issued by third party receivers with highéequent.
frequency when the MaxSIR allocation scheme is used. Whenit is clear from the above discussion that there is a tradeoff
MP and MR schemes are used, the only case where a SRiEdlved in using the MaxSIR scheme. Although it does allow
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Process 3™ Party
switch (message. type)
{
case (RTS;y):
Extract i, 3Jj;
Estimate path loss hj;;
RAL; = RAL; U {1i,37};
case (PREJ;;) :
RAL; = RAL; - {1i,37};
case (CTSy;):
Extract p;j, r;;, 0;; and T;
Estimate path loss hjj;;
Start 1;; timer;
if (1 ¢ K°)
{
Calculate Uu;5;
Update m;;
}
else if (I € K') and (pish;; < &)
{
On1 = w1 — Pisjhii;
Transmit UPD MSI;,;

ji

}
else if (1 € K') and (pj;hi; < On)
{
Pick slot 1 to Tpam:; Transmit SREJ;;;
}

case (ESR;;):
Extract 1, 7;
case (ESAj;):
RAL; = RAL; - {1i,37};
}
if (7;; has expired) and (ESRij or ESAji) is not received
RAL; = RAL; - {i,3};

Fig. 12. Flow diagram for the third-party process as executed.by
multiple simultaneous sessions, the SIR allocated to eadpology as well as traffic patterns and traffic characteristics.

session can fluctuate as sessions arrive and leave the netwdk. simulation purposes, the path loss (in decibels) is given
Moreover, due to the presence of multiple sessions, therebig [21]

a higher risk of losing control messages due to collisions on A d
the CCCH. In the case of MaxSIR resource allocation, this céff) = Lo +10- g -log <47rd f) +10-«-log <d f) +Xo
lead to loss of QoS guarantees. The extent of this phenomenon e 7
is investigated in the next section through simulations. where

V. PERFORMANCE ANALYSIS OF DRNP Lo antenna gain/loss;

. . . i .. A wavelength;
Session level simulations are used to: 1) verify the feasibility ; . reference distance from transmitter:

of DRNP in a realistic WLAN environment and 2) study the ;< itar_receiver distance:
effect of message loss on the performance of DRNP. a  path loss exponent belods., usually within line of

] ) sight (LOS);
A. Simulation Model a  path loss exponent abové.;, usually OBS (ob-
Modeling of wireless networks essentially falls into two structed).

categories: 1) simulating the physical radio channel which X, represents the shadow fading component and is a
in our case also includes spread spectrum modeling and 2) Gaussian random variable with a standard deviation
network level modeling which involves modeling network of o.
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TABLE llI
SPREAD SPECTRUM PARAMETERS USED IN SIMULATIONS

Parameter Value
w 50 MHz
Max Data Rate 1 Mbits/sec

Max Tx Power 1000.0
©)

— Established

TABLE IV
QoS PARAMETERS FORVOICE (V) AND DATA (D) SESSIONSUSED IN SIMULATIONS

]
]
!
. !
- - - Constraint i o,

I

i

]

s
Setup T, s h Parameter Minimum | Max.
! > mj Value Allowed
/
SIR (y) (dB) [ 7.0(V) 10.0 (V)
10.0 (D) 16.0 (D)
Fig. 13. A four-terminal WLAN.
Data Rate 64.0 (V) 256 (V)
TABLE Il (Kbits/sec) 64.0 (D) 256 (D)

PATH Loss PARAMETERS USED IN SIMULATIONS

Parameter Value power is set to an extremely high value. This is to ensure that
L, 2dB all terminals are within range and any blocking that occurs is
P 54 GHz. 1 = 125 mm caused by DRNP power constraints.

< * Terminals are assumed to be distributed uniformly in a two
et 10m dimensional 50 mx 50 m grid.

G 2 2) Traffic Modeling: Two classes of traffic characterized by

a 3 their disparate QoS requirements were simulated. Nonreal time
X, 4dB data traffic was modeled using TCP/RPC model proposed by

Anderlind [23]. This model effectively encompasses various
TCP characteristics such as slow start and variable packet
. . sizes. The T4 parameter, which defines the average time
The values of the above parameters used in the S'mUIati%'tween TCP bursts, was used to vary network wide load
are presented in Table II. A car,ner frequen_cy O.f 24 _GHZ Voice sessions are assumed to be Poisson arrivals. A standard
chosen as most current_WLAN S operate in th's unhcens%@o state ON-OFF model with a voice activity factor of 0.4
!I_S:\QA band. tl\./lore(tak\]/etr, I 'T assttrjlmetighat 'I&OS |shpresert1rt1 fl%d average burst length of 500 ms was used to model voice
-~ separations that are 1ess than M. AS such, a pa Atfic. Furthermore, voice sessions are limited to 20% of the
exponent of two is chosen for T-R separations within 10 Myverall network load
.F or T-R separgtions greater than 10 m, an obstructed Chf’%”” he QoS parameters for the voice and data sessions are
Iti asiurged }N'éh a path loss (ta>.<ponent of Eh:je% In de't'oghmmarized in Table IV. To ensure that simulation runs are
eds adow SI |ng.tﬁompton3n c;sdrepr(:sen ?f ya auss&%?nparable across resource allocation policies, the maximum
rari oSm vartljase V\g a|\7| a; If”‘r Thewa |on(;) our.t possible data rate and SIR that can be allocated to a session
) Spread- pectrum Modelingthe  spread Spectrum pa-5 o jimjted to a multiple (in this case four) of the minimum
rameters used in the simulations are shown in Table IlI. Tr&%ta rate and SIR
systgm bandW|dth IS set_ t0 50 MHZ.' Since the maximum: - ¢ blocking rate is essentially a throughput measure and
possible data rate is 1 Mbit/s the minimum processing 93N Bhresents those sessions that have exceeded their backoff
therefore 50. Under these circumstances the standard Gaus t and are deemed lost due to the receiver not being avail-
approximati_on is_ quite adequate for simulation purposes_[z ble. The loss of QoS (QoSLoss) parameter only applies to
_l\/l((j)reove(zjr, 'E 'Sf tgnportzn': tﬁ note lthat DRtNPI @L‘E\Asseggg(gal mode simulations and denotes the percentage of sessions
independent of the model chosen. 1n an actua ' =77 that are successfully set up but lose their QoS guarantees (their
will rely on empirical estimates of the MAI. However, |fSIR falls below the negotiated minimum)
more precise modelipg c_>f DRNP performgnce is required Using the above models, a custom network simulator was
(espemally when estimating _perf_ormance n actual_ WLAN ed to analyze the performance of DRNP under a variety
enV|ror_1ments), o_ther_ approximations such as the Improvgascenarios. The simulations were performed in two modes,
Gaussian appr_OX|mat|on may be more app_ropﬁéndso not_e .genie and real. The genie mode simulations consider an
that the physical constraint on the maximum transms&t%ea“zed DRNP network where no message loss occurs. It

13The computational complexity of using the improved Gaussian appro>!’iepresents the best C_ase scenario and is a us_erI ga.u‘.:le of
mation, especially in long simulations proved to be prohibitive. performance degradation when message loss is considered.
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e Max Rate -+—
i Max SIR re—

Blocking Rate

0 0.2 0.4 0.6 . 1 1.2
Network Load (x Max. Data Rate)

Fig. 14. Blocking rates versus network lod¢ = 0).

Real mode simulations illustrate realistic scenarios that involBe Genie Mode Simulation Results

loss of control messages. It is important to note that even inwe now compare the blocking probabilities for the three
real mode simulations we assume that all terminals are withigisource allocation policies discussed previously, i.e., MP,
range of each other. A terminal that is not transmitting wiliR, and MaxSIR. The effect of the backoff count parameter
receive all control messages except when there is a collision global blocking probabilities is also investigated.
on the CCCH. Specifically, the percentage of sessions thatl) Blocking Rates:Fig. 14 shows the blocking rates for the
lose their QoS guarantees is investigated for the followildP, MR, and MaxSIR allocation schemes for a network where
scenarios. the backoff count is set to zero, i.e., an incoming session that
. The deaf transmitter scenario where a transmitter §@NNnot obtain resources is blocked and forced to leave the
System. Contrary to results obtained in cellular multimedia
gDMA systems [8]-[10], where capacity is maximized by
- using the MP scheme, and as predicted by the qualitative
transmitting. di . . )
- . iscussion relating to the four terminal network, the MaxSIR
* LOS_S of UPQMSI message through coII|§|ons. This SC€5cheme seems to be the best overall performer. This can be
nario takes into account the deaf transmitter phenomengﬁlributed to the incremental nature of DRNP as opposed to
as well as the fact that update MSI messages are prapg global RM schemes proposed for cellular architectures.
to collisions. The performance gap is especially evident in light to moderate
 The SREJ mode of simulation demonstrates the efficiengad conditions. For instance, with a network load of 0.1 times
of the SREJ mechanism toward limiting loss of QoS. channel capacity, blocking rate for the MP scheme is an order
Each simulation run consists of a randomly generated néf-magnitude greater than that for the MaxSIR scheme (almost
work. The session requests are generated using the tralfictimes as great). Although, the gap does narrow in extremely
model outlined above. The transmitter is assigned first froffigh load conditions, the MaxSIR scheme still allows 50%
the pool of terminals in the network. Next, the receivers af§ the traffic through (almost full link capacity}, while the

.. . . 0, i
chosen randomly from the set of remaining terminals, i.e., 'Jl\ég scgemegauses_almgst 90/0t Oft thetﬁetss'ﬁﬂs tohb?hblocked.
loopback sessions are permitted. A run is deemed complg £ above discussion demonstrates that afthoug € same

after 150000 session arrivals. Each run is repeated 30 timea !"c® allocation policies are applicable in centralized and

with independently generated random networks and traffic

; X : a0 '
_pattems' The requ”ed metrics along with their 95% Confldenca"'This is achieved by having multiple active sessions each having been
intervals were then computed and plotted. allocated the minimum required data rate; i.e., 64 Kbits/s.

incapable of receiving any control messages. In this ca
it has no knowledge of any new sessions while it i
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Fig. 15. Average maximum transmission power versus network (gad= 0).

distributed networks, their performance within the context &the MP scheme is still an order of magnitude worse than
these networks is quite different. the MR scheme. The performance of these schemes seems
The qualitative arguments relating to the MSI, and hendavariant to low values of the backoff count, especially for
the maximum transmission power (MaxTx), being the limitingigh levels of traffic. Fig. 17 shows that the MaxTx parameter
factor for network performance are confirmed in Fig. 15 whicls essentially independent of the backoff/retry policy used in
shows the respective values for average Max for the thrée network. The improvements seen in the blocking rates are
resource management schemes. The MaxTx values for all thp8sitively correlated with the comparatively higher values for
schemes are quite similar for very light traffic conditiondVaxTx.
This is to be expected as the network is idle most of tk@. Real Mode Simulation Results

time and an incoming session will essentially experience no _ _ o
We now turn our attention to investigating the effect of

power constraints. But as the traffic load is increased, the

MaxTx values for both the MP and MR schemes deteriora&e‘gs“me loss on DRNP’s ability to maintain QoS guarantees.

rapidly, i.e., a large proportion of the incoming sessions fin nless stated otherwisepara is set to ten slots. Note that

L : o -all simulations in real mode were performed with the MaxSIR
the network busy, resulting in their transmission powers bein

constrained to zero. The MaxSIR scheme seems to be m‘rfl)Sﬂ cation scheme gnd the backoff count set to zero.
he deaf transmitter mode can be thought of as the best

robust with MaxTx's values close to the maximum I'm'.tcase real mode scenario. Here, the only messages lost are due

for I(.)W and moderate trafﬁg loads. The preceding d|scu53|%1 a transmitter’s inability to receive control messages. This
confirms the strong correlation between network performanﬁ]qp"eS that terminals, while transmitting, have no knowledge
and the MSI parameter. _ _ of sessions that arrive or leave. Thus when these transmitters

The backoff count parameter dictates the maximum numhgg,e RTS messages for future session setups, they advertise
of times a session can request resources from network befgfe out of date value for the MaxTx. Without the SREJ
being discarded. Higher values for this parameter can imprayRchanism, this causes loss of QoS for already active sessions.
blocking rates at the expense of relatively larger buffer usageas Fig. 18 shows, under light load conditions the percentage
and delay. Fig. 16 illustrates the blocking rates for the variog$ sessions that violate their QoS is limited to approximately
RA policies with the maximum backoff courtt set to three. 0.05%, but under heavy load conditions (twice channel ca-
As can be seen by comparing Figs. 16 and 14, the MaxSjicity), in spite of the heavy blocking rates%0%), 5% of
scheme seems to derive the most benefit from the nonzeessions end up losing their QoS guarantees. This is quite
backoff count. For instance, at a network load of two, theubstantial. Ideally, we would like to limit QoS loss rates to
blocking rate was reduced from50% to slightly over 20%. 1-2%.
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Fig. 17. Average maximum transmission power versus network (ohd= 3).

Including the effect of UPDMSI message loss only makesguarantees. DRNP is self-healing and can successfully recover
matters worse. The SIR for slightly over 8.4% of the sessiofrem an incorrect state within a finite time frame.
fall below their negotiated minimum. However, this result does The situation changes substantially with the introduction
demonstrate DRNP’s robustness, even under extreme trafficthe SREJ mechanism. Even though SREJ messages are
load conditions. This corroborates our results from the Promédlemselves lost due to collisions the loss of QoS is limited
validation model, i.e., there is no cascade effect in loss of Q& ~1.9% which is almost a four fold improvement.
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Fig. 19 illustrates the QoSLoss rates for various sizes of the metrics in deciding when SREJ messages should be
TpaTa Window. As expected, the performance improves as the issued. Specifically, since issuing a SREJ requires that
window is increased. Even with very small valuesigfira, the reception of a current session be interrupted, a soft
QoSLoss rates are limited to 10% for very high network load decision metric that takes the overall damage caused
conditions. Although unacceptably high, these results again may vyield better overall performance at the expense of
demonstrate the effectiveness of the SREJ mechanism. As minor QoS guarantee losses. A long term goal involves

stated earlier, with a moderate value 9fsata = 10 slots, the extension of DRNP to multihop networks. Scalability
QoSLoss rates are well within acceptable levels for nominal issues arising from control channel traffic are especially
traffic loads. important here.
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