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Quality-of-Service in Ad Hoc Carrier
Sense Multiple Access Wireless Networks
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Abstract—Carrier sense multiple access (CSMA) is one of the schedule the retransmission of their packets to a random time
most pervasive medium access control (MAC) schemes in adin the future, in the hope of avoiding another collision. This

hoc wireless networks. However, CSMA and its current variants - gyateqy  however, does not provide QoS guarantees for real-
do not provide quality-of-service (QoS) guarantees for real-time . .
time traffic support.

traffic support. This paper presents and studies black-burst (BB) )
contention, which is a distributed MAC scheme that provides QoS Recently, new MAC schemes for ad hoc wireless networks

real-time access to ad hoc CSMA wireless networks. With this have been proposed, aimed either at improving the throughput
scheme, real-time nodes contend for access to the channel withgyer that of CSMA or at providing QoS guarantees for real-
pulses of energy—so called BB's—the durations of which are a e traffic support. Among the first group of schemes is
function of the delay incurred by the nodes until the channel . o -
became idle. It is shown that real-time packets are not subject to the® multiple access collision avoidance protocol (MACA) [4],
collisions and that they have access priority over data packets. which forms the basis of several other schemes. With MACA,
When operated in an ad hoc wireless LAN, BB contention further a source with a packet ready for transmission first sends a
_g}l;larantefes bounde(;l ah“d typicalll(y very small rﬁal-htime de_lay(?. request-to-send (RTS) minipacket, which if successful elicits
e performance of the network can approach that attaine g ‘o o
under ideal time division multiplexing (TDM) via a distributed a Clear to-send (CTS) ml_nl.packet from the destlnatlon.. Upon
algorithm that groups real-time packet transmissions into chains. eception of th_e CTs m'n'_paCkety _the source sends its data
A general analysis of BB contention is given, contemplating packet. In environments without hidden nodes, MACA may
several modes of operation. The analysis provides conditions improve the throughput of the network over that attained with
for the scheme to be stable. Its results are complemented with cgpmA because collisions involve only short RTS minipackets
simulations that evaluate the performance of an ad hoc wireless rather than normal dat ket in CSMA. MACA al
LAN with a mixed population of data and real-time nodes. a F’f a O_ al dala packets as ) also
) _ _ alleviates the hidden nodes problem because the CTS sent by
aC'C“:SeSX (-CI-:(aSrnM1,SO\)_Adu2I(i)tC Yg);tifi/?cge?ggrsk)s’rzaz;tlt?r:qzetr-rl;;i;numple the destination serves to inhibit the nodes in its neighborhood,
» quality ’ ' i.e., exactly those nodes that may interfere with the ensuing
packet transmission from source to destination. The floor
|. INTRODUCTION acquisition multiple access (FAMA) class of protocols [5]

KEY component in the development of single channdicludes several variants of MACA, one of which is immune
A ad hoc wireless networks is the medium access contfg|nidden nodes [6]. These protocols, however, have not been

(MAC) protocol with which nodes share a common radigesigne_d for QoS: gontrol minipackets are subject to collisions,
channel. Of necessity, such a protocol has to be distributé@fd their retransmissions are randomly scheduled.
It should provide an efficient use of the available bandwidth The group allocation multiple access (GAMA) [7], [8] is a
while satisfying the quality-of-service (QoS) requirements dfCent attempt to provide QoS guarantees to real-time traffic
both data and real-time applications. Carrier sense multigie@ distributed wireless environment. In GAMA, there is a
access (CSMA) [1] is one of the most pervasive MAC schemggntention period where nodes use an RTS-CTS dialog to
in ad hoc wireless networks [2]. CSMA is a simple distributegXplicitly reserve bandwidth in the ensuing contention-free
protocol whereby nodes regulate their packet transmissiB@riod. A packet transmitted in the contention-free period may
attempts based only on their local perception of the state—idf@intain the reservation for the next cycle. The scheme is
or busy—of the common radio channel. asynchronous and developed for wireless networks where all
Packet collisions are intrinsic to CSMA. They occur becaud¥des can sense, and indeed receive, the communications from
each node has only a delayed perception of the other nod&gir peers. MACA/packet reservation (MACA/PR) [9] is a
activity. They also happen due to hidden nodes [3]; twrotocol similar to GAMA, but an acknowledgment follows
transmitting nodes outside the sensing range of each otB¥Ery packet sent in contention-free periods to inform the
may interfere at a common receiver. Many flavors of CSMAodes in the neighborhood of the receiver whether or not

do exist, but invariably the nodes that participate in a collisiotnother packet is expected in the next contention-free cycle.
These schemes deviate from pure carrier sensing methods in
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real-time nodes contend for access to the common radio
channel with pulses of energy—so called BB's—the lengths
of which are proportional to the time that the nodes have
been waiting for the channel to become idle. The scheme
is distributed and is based only on carrier sensing. It gives
priority access to real-time traffic and ensures collision-free
transmission of real-time packets. When operated in an ad h
wireless LAN, it further guarantees bounded real-time delays.
In addition, the BB contention scheme can be overlaid on
current CSMA implementations, notably that of the recent o Interforin Sonsi
IEEE 802.11 standard [11] for wireless LAN’s, with only — Coﬁrﬁum“d“om — e E TS
minor modifications required to the real-time transceivers: the _ _ _
random retransmission scheme is turned off, and in substi ig. Slémgg)r.eless network without hidden nodes. The shaded nodes form
tion, the possibility of sending BB's is provided. This paper
extends the initial work in a number ways. We prove the
properties of BB contention for a general ad hoc wirelediom . Finally, node: has a sensing link with nodg, if
network without hidden nodes, but one in which the chann@nd only if a transmission by nodeprevents nodeg from
can be spatially reused. A scheme is devised that decouptting a new transmission, i.e., nodénhibits node;. The
the instants when real-time nodes gain exclusive access righf§munication, interference, and sensing graphs are denoted
to the channel from the instants when real-time packets appBrGe = (IV,Lc), Gr = (N, L), and Gs = (N, Ls),
at the MAC layer for transmission over the channel. We alggspectively, whereLc, Ly, and Ls are the edge sets (the
introduce enhancements to the efficiency of the scheme, wH&fs). The communication graph is a directed graph, whereas
operated in an ad hoc wireless LAN, by allowing real-tim&e interfering and sensing graphs are undirected. We assume
packet transmissions from different nodes to be grouped irfttat if nodei has a communication link with nodg then
chains. Finally, a general analytical framework is presented@dd j also have an interfering link between them. Similarly,
describe the dynamics of BB contention. The performance &h interfering link is also a sensing link, but not conversely.
BB contention is compared with that of the CSMA/collisionThat is, L; C Ls: Gy is a spanning subgraph @fs. Any
avoidance (CSMA/CA) scheme of the IEEE 802.11 standaf@de has an interfering and sensing link with itself, since
in an ad hoc wireless LAN with a mixed population of datavhenever a node transmits, it cannot simultaneously receive or
and real-time nodes. start another transmission. In the wireless network of Fig. 1,
Section Il presents a model for carrier sense wireless nepde 9 has a communication link with node 10, and thus these
works and briefly reviews the CSMA/CA protocol that ignodes have both an interfering and a sensing link between
taken as a comparison example throughout this paper. Them. Nodes 10 and 13 have an interfering link, and thus they
BB contention mechanism is described in Section lll, amlso have a sensing link between them. Finally, nodes 9 and 13
its properties are formally proved in Section IV. Section Wave only a sensing link between them. We do not explicitly
addresses the interdependency between BB contention aegresent the links from a node to itself.
the assembly of real-time packets. Chaining is describedA path delay is associated with each sensing link to account
in Section VI. The analysis of BB contention is given irfor the propagation delay separating the nodes, the turn-around
Section VII. The proofs in this section can be skipped withotiime of the wireless transceivers, and the sensing delay. The
loss of continuity. The results are presented and discussedith delay of linkij is denoted byr;;. Since the sensing graph
Section VIII. is undirectedy;; = 7;;. The path delays further satisfy the two
conditions7;; > 0 and 7, + 7% > 75y, for ik, kyj,ij € Ls.
Let + = max(7;;).
IIl. CARRIER SENSE WIRELESS NETWORKS The setsN;(i) and Ns(4) represent the nodes that are
Carrier sense wireless networks are engineered in suchieighbors ofi, 4 included, in the interfering and sensing
way that the range at which a node can sense carrier frongr@phs, respectively. In Fig. 1y;(10) = {9,10,11,12, 13}
given transmitter is different and typically larger than the ranggd Ns(9) = {7,8,9,10,11,12,13}. For communication link
at which receivers are willing to accept a packet from that samg the set of nodes which are interfering neighborg btit are
transmitter. In addition, carrier from a transmitter can usuallyot sensing neighbors éf i.e., the setV;(j) N (N — Ns(4)),
be sensed at a range beyond the range in which the transmigghe set of nodes hidden frotji. A node in this set will not
may cause interference. To account for these differences, s@nse an ongoing packet transmission frofo j and may
model a wireless network as a set of nodésinterconnected initiate its own packet transmission that will collide AtiIn
by links of three different types. Nodehas a communication a wireless network without hidden nodes, we havgj) C
link with node 5, if and only if in the course of time, it has Ns(7) for everyij € Lc. The network of Fig. 1 does not have
packets to send to node Node: has an interfering link with hidden nodes. Nevertheless, the common radio channel can be
nodej if and only if any packet transmission with destinatiomeused in space. For example, a packet transmission from node
4 that overlaps in time af with a transmission from is lost. 9 to node 8 can coexist in time without collisions with a packet
The lost packets are said to have collided with the transmissimansmission from node 5 to node 7. The correctness results
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to be proven in this paper are for wireless networks withoand that real-time nodes only schedule their next transmission
hidden nodes. We use the term wireless LAN for wirelesttempts—to a timé,, in the future—when they start a packet
networks in whichGy = G forms a complete graph. In atransmission. If a node starts a packet transmission at time
wireless LAN, all nodes can sense each other’s transmissioasd that transmission is successful, that means that no other
The CSMA/CA protocol of the IEEE 802.11 standard [11feal-time node started a packet transmission during an interval
defines three interframe spacingSiore, tmeds tmed > 27 +  Of length 2t around timeu. Therefore, the next scheduled
tshorts ANUtiong, tong > 27 + tmed. If @ Nnode with a packet attempt made by the node in question is also staggered in time
that is ready for transmission has perceived that the channebyst,,; from the scheduled access attempts made by the other
idle during a long interframe spacing of lendih,,, the node nodes. Counting the number of black slots to be sent in a BB
immediately starts the transmission of the packet. Otherwise,units of ¢,.;, we obtain the desired property that distinct
it waits until that condition is satisfied and enters into backoffiodes contend with BB’s comprising different humbers of
Likewise, a node whose packet has experiencednsecutive black slots. Following each BB transmission, a node senses the
collisions enters into backoff. In this mode, the node choosesl@annel for an observation interval of lengtl, to determine
random number of slots uniformly distributed between zerowithout ambiguity whether its BB was the longest of the
and min{32 x 2¢ — 1,255} and sets a timer with an initial contending BB’s. The winning node will transmit its real-
value s x tgo¢ UNits of time, wheretg.:, taor > 27, is the time packet successfully and schedule the next transmission
length of a slot. The timer counts down only while the channattempt. On the other hand, the nodes that lost the BB
has been perceived idle for more thag,, units of time—it contention wait for the channel to once again become idle for
is frozen during a medium busy condition—and the packet 4s..q, at which time they send new longer BB’s. In conclusion,
(re)transmitted as soon as the timer reaches zero. A node leamse the first real-time packet of a session is successfully
of the success or failure of its transmission through a positit@nsmitted, the mechanism ensures that succeeding real-time
acknowledgment scheme; the recipient of a correctly receivpdckets are also transmitted without collisions. In the end,
packet sends back an acknowledgment minipacket within egal-time nodes appear to access a dynamic time division
interval of time of lengthtgyort. multiplexing (TDM) transmission structure without explicit
slot assignments or slot synchronization. We follow with a

detailed description of the access rules followed by every
Ill. BB CONTENTION real-time node.

BB contention is a MAC mechanism developed to provide Every real-time packet lasts for at least a certain amount
QoS guarantees to real-time traffic over carrier sense wirel@stime tpx:, tpe > 27, when transmitted on the channel.
networks. The real-time applications considered are those lié the beginning of a session, a real-time node uses con-
voice and video that require more or less periodic acceggntional CSMA/CA rules, possibly with a more expedited
to the common radio channel during |Ong periods of tim@transmission algorithm, to convey its first packet until it is
denominated sessions. The main performance requirementg¢cessful. Subsequent packets are transmitted according to the
these applications is bounded end-to-end delay, which impli@&chanisms, herein described, until the session is dropped.
a bounded packet delay at the MAC layer. This is the goal Whenever a real-time node transmits a packet, it further
of BB contention. schedules its next transmission attempt to a timg in the

The principles behind BB contention are more easily ufuture, wheret., is the same for all nodes. Suppose, then,
derstood if we consider first a wireless LAN; the next sectidiiat a real-time node has scheduled an access attempt for
proves statements that are valid in more general cases. R&g-present time. If the channel has been idle during the past
time nodes contend for access to the channel after a mediitidium interframe interval of length,..q, the node starts the
interframe spacing of length,.q, rather than after the long transmission of a BB. Otherwise, it waits until the channel
interframe spacing of length,., used by data nodes. Thusbecomes idle fot,,.q and only then starts the transmission of
real-time nodes as a group have priority over data nodds. BB. The lengthb of the BB sent by the node is a direct
Instead of sending their packets when the channel beconfigdction of the contention delay it incurredeons
idle for t..q, real-time nodes first sort their access rights dooe
by jamming the channel with pulses of energy, denominated b(deont) = <1 + {L#J>tbslot
BB’s. The length of a BB transmitted by a real-time node is an it
increasing function of the contention delay experienced by thderet;,.: is the length of a black slot, the parametgy;; is
node, measured from the instant when an attempt to accesstti®e unit of time used to convert contention delays into an
channel has been scheduled until the channel becomes idleifitegral number of black slots, ang:| is the floor of «,
tmed, I-€., Until the node starts the transmission of its BB. Toe., the largest integer not larger than Correct operation
account for the path delays in the network, BB’s are formed lof the scheme requires thaf,i; < t,k. After exhausting its
an integral number of black slots, each of lengih.., with BB transmission, the node waits for an observation interval
tpslot NOt smaller than the maximum round-trip path delay.,.s, the length of which has to satisfiti,s < theor and
27. Now, we would like the BB’s sent by distinct real-timet,;,s < fmeq, t0 See if any other node transmitted a longer BB,
nodes when the channel becomes idle #gg, to differ by implying that it would have been waiting longer for access to
at least one black slot. To this end, we assume that eveimg channel. If the channel is perceived idle aftgg, then the
real-time packet transmission lasts at least a certain tjme node (successfully) transmits its packet. On the other hand, if
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Fig. 2. Time diagram illustrating the BB contention mechanism.

the channel is busy during the observation interval, the nod#ferent sizes when they acquire access rights to the channel.
waits again for the channel to be idle fof.q and repeats On the other hand, the BB mechanism can be enhanced
the algorithm. to accommodate real-time sessions with different scheduling
The start of packet transmissions from different nodes argervals as long as the set of values allowed for the scheduling
shifted in time by at least,;. Since it is only when a node interval ¢, is finite and small. In the latter case, BB con-
initiates the transmission of a packet that it schedules its néghtion proceeds in two phases. Real-time nodes first sort their
transmission attempt to a timg,, in the future, the contention access rights based on contention delays as before. However,
delays of different nodes will likewise differ by at leai;. it is now possible for two nodes with different scheduling
Therefore, takingt.nir < tpxe, the BB’s of different nodes intervals to compute BB’s with the same number of black slots.
differ by at least one black slot, and thus every BB contentid#ence, after this first phase, a real-time node contends again
period produces a unique winner. That winner is the node thwith a new BB, the length of which univocally identifies the
has been waiting the longest for access to the channel. Hubeduling interval being used by the node. This enhancement
observation intervat,;,; cannot last longer than the black sloto BB contention is not pursued further in the paper.
time, i.e.,tobs < tuslot, SO that a node always recognizes when
its BB is shorter than that of another contending node. It also
has to be shorter than the medium interframe spacing, i.e., IV.  CORRECTNESS OFBB CONTENTION
tobs < tmed, 10 prevent real-time nodes from sending BB’s by In this section, we prove some properties of BB contention
the time that a real-time packet transmission is expected. for a wireless network without hidden nodes: for evefye
The time diagram of Fig. 2 exemplifies the operation ofc, N;(j) C Ns(4). In this case, carrier sensing deferral rules
the scheme. In this figure, nodes 1 and 2 have their attemjptply that a transmission over communication lifjkstarted
to access the channel delayed by a data packet transmissignnode: at time ¢ collides atj with a transmission from
After letting the channel go idle fof,.q, both nodes contend nodek, k& € N;(j), if and only if the latter transmission starts
for access with BB’s. Host 1 has been waiting longer and some time in the open intervdt. — 7;;,t. + ;). Recall
it transmits a longer BB with which it wins the contention; ithe relations between the time intervals definggdi, > 27,
successfully transmits its packel,, afterwards. Host 2 waits tiong > tmed + 27, tobs = 27, tobs < fmeds tpke = 27, and
until the channel is once again idle fog.q and then sends tunic < fpke.
its BB, which is now longer than before, as it reflects the Packets that contend for access to the channel using
increase in contention delay. CSMA/CA, i.e., data packets and those packets that start
Overall, the BB contention scheme gives priority to reah real-time session, may collide with one another and with
time traffic, enforces a round-robin discipline among real-tim@B’s. However, the next two propositions show that all real-
nodes, and results in bounded access delays to real-titimee packets that contend with BB's, i.e., all real-time packets
packets. except those that start a session, are transmitted without
BB contention can also be used to support real-time sessi@odlisions.
with different bandwidth requirements, which might be useful Proposition 1: Any real-time packet that contends with
for multimedia traffic. On the one hand, distinct real-tim@&B’s does not collide with either data packets or real-time
sessions may have the corresponding nodes send packetpagkets that start a session.
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Proof. Let real-time node: start a BB transmission node; before the beginning of the packet transmitted by node
comprisingb® black slots over linkij at timet: in an attempt < at timew?. In addition, for node to have transmitted a packet
to acquire access rights for its packet. Any data node that daack atu?, the channel must have been idle at that time, and
potentially collide with a packet transmitted over ligkmust sincet,y, > 27, condition i) implies that® 47, +ipkt < ul.
belong toN;(j). If data nodek, & € N;(j) does not start a That is, the end of the packet from nodereached node
packet transmission during the intery&] — 7,1, t% +7:x), then before the latter started its packet transmission. Therefore
it cannot interfere later on with a packet frartransmitted,,
after its BB. This is because a data node is required to see the db = dl
channel idle fotti.n, before sending a packet atigs < tiong-

Assume instead that data nodestarts a packet transmission,
of durationt .., at timet®, t¥ € (tL — 7, t4 + 71.). If

81 Vs

=t —t +ug —ug

2 t’; - t; + tpkt + Tk > tpkt 2 tunit-

T As a result, the BB of nodé with * black slots has at least
t* + tdata 4+ Tik > £+ Btpelor + tobs one more black slot than that of nodgi.e., ¥* > & + 1.

] We have
the packet from nodé& ensures that nodesees the channel
busyt,.s after its BB, and thus node does not transmit its ; ; L ;
packet. On the other hand, if £ 0 tstor +tobs < ti Tk ¥ b;tbslot + Thslot

‘ ‘ S+ T+ B pslot
té + tdata + T < té + bztbslot + tobs ’

the packet from nodé may not be sufficient to prevent nodeSC nodei will find the channel busy during its observation
i from transmitting its real-time packet. If nodedoes indeed intérval and refrains from transmitting its packedutatis

transmit a packet.,,, past its BB, we have mutandis if condition ii) is satisfied, we have the inequality
£ btistor + tobs + Tij > 5 + tdaga + Tir + Tij d o —dE > tunic

> % 4+ tdata + Thij-
agg BB of node: will exceed that of nodé: by at least
one black slot, i.e.p’ > ¥ 4+ 1. Thus, nodek will find the
channel busy during its observation interval and will defer any
transmission until it again sees the channel idle #gg,. If
nodei transmits its packet, it must do sg,, after the end
Sof the BB. Therefore, nodé will see the channel idle for a
maximum of¢.,s and will not interfere with the packet sent
by node:.
comprisingb’ black slots over linkj at timet:, in an attempt -We have _shown that ifa rea!—'ume node transmits a pgcket
to acquire access rights for its packet. As such, nbdas without CO||IS.IOI’IS with transml.ssmns fro'.“” othgr real't.'me
seen the channel idle for at leaSteq prior to #. Any real- nodes, then its next packet_ WI|| also satlsf_y thls_condltlon.
time node with an ongoing session whose transmission C'gﬂi/statement of the proposition follows by induction. D. .
e can also show that real-time nodes have local priority

potentially collide with the packet transmitted ovar must o . .
belong toN;(;). If real-time nodek, & € N;(;) does not start over data nodes and that the priority attained by a real-time
. node increases with its contention delay, i.e., with the number

a transmission during the intervef: — 7, ¢/ ), then it >
g o, — ik, £ + 7ik) of black slots in its BB.

cannot interfere later on with a packet frantransmittedt, ton 3: A i de that the ch Lidl
after its BB. This is because a real-time node is required to Segropom lon 5. A real-time node thal sees the channel Idle
for t,..q after a medium busy condition will access the channel

the channel idle fot,,.q before sending a BB,1,s < tumed, . . ) .
and it cannot send a packet without first transmitting a BB: ”""”S.”_“t a BB and will prevent neighboring data nodes from
transmitting a packet.

Assume now that nodé starts a transmission at timg, i . .

t5 € (# — 730, £ + 7). This transmission has to be a BB; Proof: Let nodek end a packet transmission at tinfe
it cannot be a packet because otherwise nodeould have
seen the channel idle for a maximum of only,, rather than
tmed, Prior to #¢.

Let !, ui < ¢ — toq, and uf, wf < t* — ¢, be
the last instants of time when nodésand % transmitted a N N
packet, respectively. Their contention delays are mpy, = te + Tik + tmed + 7Tij <t + Thj + tlong
th— (Ul +ten) andd® = t* — (u¥ + t.,), respectively.

By hypothesis, the last packet transmitted by nodwer link which means that a BB sent by real-time nadeaches data
¢j was successful. So, one of the following two conditionsode; before the latter sees the channel idle #igy,, and so
was satisfied: either i}* + Try + tpe < uwl + T;; or ii) data nodej defers to this BB. O

w4 75 4tk < uk + 7;. The first condition means that the The proof of Proposition 2 already contains the following
end of the packet transmitted by noéleat time »* reached proposition as a corollary.

That is, there is no overlap between the packets sent by no
1 andk: the end of the packet sent by nokeeachesg before
the beginning of the packet sent by node

Clearly, the same proof applies if nodlas a real-time node
trying to initiate a session.

Proposition 2: Real-time packets that contend with BB’
do not collide with one another or with BB’s.

Proof: Let real-time node: start a BB transmission

and real-time nodé¢ ¢ € Ng(k) see the channel idle far,cq,
starting att® + 7;;,. Data nodej, j € Ns(k) N Ns(4), will see
the channel become idle no earlier thartat- 7j% and at best
could only start its packet transmissiép,, afterwards. But



1358 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 17, NO. 8, AUGUST 1999

Proposition 4: A real-time node that sees the channel idlsnto an application buffer. Whenever the node successfully
for t,..q after a medium busy condition will access théransmits a packet it signals the application, which will assem-
channel to transmit a BB and will exclude from contentioble the next packet with all the blocks of information currently
any neighboring real-time nodes that have a smaller numlipreued at the application buffer, plus the blocks that will be
of black slots in their BB's. generated during the next interaccess interval of lerngth

For a wireless LAN, the two previous propositions imphAt this later time, the packet is delivered to the MAC layer
that real-time packets access the channel with priority ovier transmission. With this procedure, the MAC layer always
data packets and that real-time nodes access the channdiae a packet ready for transmission by the time it acquires
transmit their packets in a round-robin order. Since thosmdisputed access to the channel. When a node transmits its
packets are not subject to collisions, real-time delays can b packet at time.("), it leaves in the application buffer the
bounded, as shown in Section VII. blocks of information generated during the previet¥s units
of time; they will be part of the contents of the + 1)th
packet. The latter packet further incurs an access delay of
d*t1) at the MAC layer. Therefore, the block delay of the
oldest block conveyed in thé: + 1)th packet is not greater
A. Operation with Feedback than (d,, + tacc + dnp1): the block delay during a session

If a real-time node were alone in the network, two corl€ver exceed$tace + 2dmax).
secutive real-time packet transmissions belonging to the same
session would be separated in time by exa¢ly, tacc = ) )
toets + theior -+ tone. The access delays measure the deviatiéh Operation Without Feedback
from this ideal situation. Specifically, an access delay is theln the previous section, the contents of a real-time packet
time that elapses from the moment an access attempt ocalgpended on the access delays incurred by a node. There is
until the node is able to transmit the corresponding real-tineedirect coupling between the MAC layer and the real-time
packet, corrected foft,s101 + tons ). FOrn > 2, thenth access application. A simpler communication architecture may be
delay associated with a session is denoteddby and is desired in which already assembled packets are passed onto
given by d™ = (u( — =Y — ¢, ), whereu(™ is the the MAC layer for transmission one by one. This is also the
instant of time when the node started the transmission of gguation encountered when a node is simply relaying real-time
nth packet. As we discuss further in Section VII, given thpackets arriving from a distant source.
maximum length of data packets, the rate of real-time sessionsSuppose that real-time packets are presented to the MAC
and number of real-time nodes, the BB mechanism guarantésser periodically, one every,q, units of time. The packet
that the access delays are bounded and usually by a very srdalay is the time that elapses from the moment a packet is
value dy, . available for transmission until it is successfully transmitted at
When a node is the source node of a session, the contehessMAC layer (corrected fot,10t +fons). The packet delay of
of its real-time packets can reflect the access delays incurtbdnth packetw™ is given byw™ = (1™ — ") —#;, —
in contenting for access to the channel. Typically, a reals,s), wheret(™ is the instant of time when theth packet
time application generates blocks of information bits at regulaecomes ready for transmissiot™ = +(1) + (n — Ditray-
intervals of time, of length much smaller than.. The block Clearly, we should not choosig.n + thsior + tobs = tray. If
delay is the time interval that elapses from the moment démat choice was made, the instants when the node accesses the
information block is made available by the application untthannel would start drifting in relation to the arrival times of
it is successfully transmitted at the MAC layer (corrected farew packets, and the node cannot keep up with the packet
trslot +tobs @nd neglecting processing delays). The relation barrival rate. Indeed, the packet delay of thd packet would
tween access and block delays depends on how the applicatieny™) = w® + 3" d@, which grows monotonically with
blocks of information are packetized for transmission at the number of packets already transmitted.
MAC layer. One possibility is to have the MAC layer convey Consider instead a preventive approach whereby a real-
in a packet all the information blocks generated up to thene node schedules its next transmission attempt short of
instant when the node is about to start a packet transmissitre inter-arrival time for packets.q,. Specifically, when
The length of a real-time packet would thus grow with tha real-time node transmits a packet it schedules the next
access delay incurred by the node. The block delay of th@ansmission attempt to time,, in the future, now with
oldest block conveyed in the packet would consist.gf, plus  tsch = trdy — thelot — fobs — 0, Whered, ¢ > 0, is called the
the corresponding access delay: the block delay would newtack time. At a scheduled access attempt, a real-time node will
exceed(t... + dmax). IN general, however, it is not feasibleonly start contending for access to the channel if a real-time
to assemble a packet at the time that its transmission shoplitket is available for transmission. Otherwise, it waits for a
start, and further, the MAC layer usually contains a singleady packet and only then starts to contend for access to the
buffer that we must ensure is filled with a packet by the timehannel. The correctness of the BB contention mechanism is
access to the channel is granted. preserved as long as the contention delays used to compute the
For a realistic alternative within the spirit of this sectionlengths of BB'’s are always counted from the scheduled access
consider a simplified communication architecture in which atempts up to the time when the channel becomes idle for
real-time application puts its generated blocks of informatian,.q. Fig. 3 shows an example with two real-time nodes. Real-

V. INTERACTION WITH UPPERLAYERS
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Fig. 3. Example of operation without feedback from the MAC layer to the upper layers.

time node 1 does not start to contend for access to the charcwitains the identity of the node transmitting the packet, and
at its scheduled access attempt because no packet is ready ragxt node ID (NID), which contains the identity of the node
that time. When a packet arrives at this node, the channelinsited to transmit next. The special value NIL is used to
busy with a data packet transmission. As soon as the chandehote an empty field. The SID field is set to NIL in the first
becomes idle fot,,.q, both real-time nodes 1 and 2 contendnd last packets of a session. A real-time node relies on the
with BB'’s. The contention delays used in the computation ebund-robin discipline enforced by BB contention to choose a
BB’s are measured from the scheduled access attempts ratberporary ID to be used during a session. After sending the
than from the arrival times of packets. Although the packétst packet of a session, a real-time node observes the channel
arrivals belonging to nodes 1 and 2 are not separated in timedwyring the ensuing round to determine the identity of all the
at leastt,;, note that their scheduled access attempts satisfther active sessions. Therefore, by the time it transmits its
this condition. As suggested in the figure, operation of a B&cond packet, it is able to choose a unique identifier for itself
mechanism in this way tends to produce longer BB’s sinaehich it keeps for the duration of the session. The last packet
the nodes may have to delay themselves on purpose untibfaa session sent by a real-time node also has the SID field
packet is ready. set to NIL. The NID field is NIL at every packet that is at
The slack time’ has to be determined so that packet delayhe tail of a chain.
remain bounded at all times. Design criteria are given in A node has to respond within an interval of lengtfy,.; to
Section VII. Clearly,é6 has to be longer than the channean invitation from another real-time node in order to ensure
time occupied by a maximum length data packet transmissiahat the real-time packets comprising a chain are transmitted in
Suppose that every time a real-time node is ready to contesdguence without being disturbed by either BB’s or data packet
a maximum length data packet gets hold of the medium. Atnsmissions. The dynamics of chain creation and segregation
best, the real-time node will be able to send packets one evarg achieved through a distributed algorithm running at each
(tseh + tdata + tmed + thslot + tobs) UNits of time, where node. Two basic operations can be performed on chains:
taata IS the duration of a data packet transmission. In ordsplitting and concatenation. Principally, splitting occurs when
to obtain a bounded packet delay, we need to ensure thaiode ends a session and leaves the chain to which it belongs,
(tsch + tosiot + fobs + tdata T tmed) < Erdy- possibly dividing it into two new chains. It may also occur
when a packet is corrupted, e.g., due to a link outage. Since
real-time nodes are always prepared to contend with BB's at
every scheduled access attempt, even when they are part of
In a wireless LAN, the number of real-time nodes conten@ chain, an abrupt break in a chain does not deprive them of
ing for access to the channel can be reduced by grouping rahkir access rights to the channel: it only reduces the efficiency
time packet transmissions into chains. A chain is a sequeneith which the channel is used. Fig. 4 shows a split of a chain
of real-time packets where each packet invites the next fimto two new subchains.
transmission. In order to support chains, each real-time packeConcatenation occurs when two distinct chains are merged
is endowed with two new fields: a send node ID (SID), whicimto a longer one for the purposes of efficiency. The algorithm

VI. CHAINING
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Fig. 4. Operations on chains: (a) splitting and (b) concatenation.

for the concatenation of chains has to ensure that closed loagtgeraccess interval of length... A data packet transmission

of packet transmissions never occur and that the numbernsfy perturb this state of affairs, delaying the access instants
packets in a chain does not exceed a prespecified maximwhyreal-time nodes and forcing the nodes to contend among
so as to also provide timely access to data traffic. It is upemselves with BB’s. Eventually, the real-time nodes recover
to the tail node of a chain to decide whether or not to puiltom the perturbation and reorganize themselves into a state in
toward itself the next chain that comes onto the channel. Which they no longer incur access delays. This is the behavior
this end, the tail node monitors the channel during a rounithat we formalize mathematically in this section.

It first identifies the candidate node to be invited in the next For simplicity of presentation, the path delays between
round by looking for the first packet with an SID field nothodes are ignored. There anechains in the system, labeled
NIL. Then, it counts the number of packets comprising thieom 1 throughn. The total channel time occupied by chain
chain to which the candidate node belongs, i.e., it counts thevhen it is not delayed is denoted Iy, and the idle time
number of real-time packets observed on the channel untilpigr round isy

finds either an SID or a NID field set to NIL. Finally, the "

tail node keeps a running counter with the number of nodes Zli +y =tace, y>0. (1)
present in the chain being currently observed on the channel. P

At the end of the round, when the tail node finally transmits

another real-time packet, it tests whether the current countTcne Ie_:ngth of a _cham grows in proportion to the access de"”?y
nodes (which reflects the number of nodes in its own chaifs perienced by its head node. The growth rate associated with

plus the number of nodes in the candidate chain are bel&f\/aini Is denoted byy;, and it is a function of the number

the maximum allowed. If this condition is satisfied, the tag‘,g ndod.((ajshcomprlsmg theF chain asl Wi"has rt]helr ||ng|V|dua!
node invites the candidate node immediately after sending ndwidth requirements. For example, if the channel bit rate is

real-time packet. Otherwise, concatenation does not take pIafEfe.eaCh real-time session has coding ratethe overhead per

Fig. 4 exemplifies the concatenation of two chains into rgal-hme packet is:, and there aren. nodes per chain; then

longer one. Tail node 4 identifies node 1 as a candidate for= tsiot +fobs + (R + Tstace) /re + (1 — Dtshort + fined
=mrs/r., forall 4, =1,...,n. Every BB contains

invitation in the next round, and it finds out that node 1 is ind 7

a chain all by itself(NID = NIL). At the end of the round at least one black slot; beyond that, the length of a BB
" increases linearly with the contention delay experienced by

when tail node 4 is invited by node 2, it knows from thé i de. Th ionali is d db
running counter that the chain to which it belongs comprisé@e real-time node. The proportionality constant is denoted by

— . LA . . Y t
two nodes (2 and 4). In this example, the maximum numb@gr gr_étbill?t/?““lt' Lety = a+mi+om, v = (v, -5 %n)
of nodes allowed in a chain is greater than two, so node®%* = iag(71, .-, 7n)-

oo oo Let u;, 1 = 1,...,n, k = —1,0,..., denote the time
invites node 1 to transmit its packet. ik virT SO
P at which the head node of chainaccesses the channel to

transmit a packet in round; at that time, it also schedules

VII. ANALYSIS OF BB CONTENTION the next transmission attempt to tine;;, + t..;,). The access
delay of the head node of chain¢ = 1,...,n in round %,
A. Operation with Feedback k=0,1,...,is denoted by, and is given by

When there is no data traffic, real-time nodes appear to
be accessing a TDM transmission structure without incurring
access delays. Two consecutive packet transmissions frdtre vector of access delays in roukdis denoted bydy,
any given real-time node are separated in time exactly by dp = (dix, ..., dnx)t

dire = Wik — Ui fo—1 — tace. (2)
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Definition 1: The BB contention mechanism is stable if  Proof: Clearly

and only if there is a valu@,,.x such thatd;; < d,,.., for

i=1,...nandk =01,.... dip=(1+a)z (5)
Definition 2: The BB contention mechanism is uncondiconsider the condition

tionally stable if and only if it is stable, whatever the size

of the data packets. Ui—1,0 + Mic1di—1,0 + lim1 — thslot — fobs > Ui —1 + tschy
Consider an initial setting whereby t=2,...,n (6)
i1 = —t.q and 3) which from (2) and (4) is equivalent to

Uj 1 —Uim1,—1 =lic1+6&, 1=2,...,n 4) (I4+n-1)dicio—e >0, {=2,...,n. (7)

If this condition is satisfied, then the channel is busy when the

i n i & : : :
with 3/, i < y. Define the vectoe’ = (0,¢s,...,€,). The - scheduled access instant of the head node of ehadturs in
head node of chain 1 has a transmission attempt scheduledfg[nd 0. Then (see Fig. 5)

time ¢ = 0, and it would transmit a BB if the channel were

idle at that time. Assume instead that there is a data packefio = (1 + a)(ui—1,0 +mi—1di—10 +li1 — % —1 — tacc)

traAnsmission that extends frotn= 0 t0 ¢ = ¢4.:a, and define =1 +v-1)dic10— 1+a)e, i=2,...,n. (8)

% = (tdata + tmed). Then, we have the following. o _ o o
Proposition 5: The vector of access delays in round 0 i§therwise, if (7) is not satisfied;, = 0. Combining the two

given by cases yields

dio=[(1+vic1)dic1,0— (1 + 06)57‘,]_,_, i=2,...,n (9)
dy = (1+ a)[A(=e +ze1)] ,
where[z]4+ = max(z,0). In matrix form, we write

with do = [F(I+TD)do— (1+a)e + (1 +a)zeily  (10)
A=[I-FI+D)]™* from which the proposition follows. Note thdf is a “down-
ne1 ward/forward shift” matrix: left multiplication byt shifts the
- Z[F(IJFF)P lines of a matrix downwards, and right multiplication By
o shifts the columns of a matrix to the left. O
0 The entries of matrixA a;; are given by
o 1 =7
I3 A 0 .. .. i—1
ai; = H’Vl > (11)
.0 i~
10 0 1< j

(1>

e1 = (1,0,...,0)" with % 2 1+ .
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Proposition 6: The vectors of access delays in consecutive The entries of matrixC' are given by

rounds are related by ;i1
yil[[w - =7
dy = [Cdy—1 — (1 + a)yAer]+ lzszl .
where ci =3 w[ln-wa [l % i>J (15)
=1 I=5+1
1—1
v =1
Proof: Usipg the same methodology as in Proposition Qyith & 2 1 + q. Clearly, ¢;; > 0, matrix C is nonnegative,
we get (see Fig. 6) and we bound the spectral radius@f denoted byp(C).
Proposition 7: The spectral radius of” is bounded as
div = - d d 1 12 follows.
= ;” ik = oy = (14 a)y A2 ) S v —a < 1, then
+ n n—1 n
dix = [(1 +’Y7‘,—1)d7‘,—1,k - (%‘,—1 - Oé)di,—l,k—l - Oédf,,k—1]+, 1-{1— Z% +a H 7 < p(C’) < Z% — .
i=2,...,n (13) i=1 i=1 i=1

2) If Y% v —a =1, then
In matrix form, we write )M i
p(C) = 1.

di ={F({+D)dp +[I —F{I + 1) = (1 +a)({ = F)]d—1 3) If Y v —a> 1, then
+ vtde_1e1 — (14 a)yer }+ (14) n n ne1
Z%—GSP(O) <1+ <Z%—a—1> H’%-

=1

from which the proposition follows. O i=1
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Proof: Compute the row sums

Ce= <Z %) Ae; — (1+ a)Ae; + e
=1
:<nyi—a—1>Ael+e (16)
i=1
with e = (1,...,1)t = (I — F)~'e; and apply the Row Sums

Theorem [12, p. 492].

This proposition shows, in particular, thatC) < 1,
p(C)=1,andp(C) > 1,for} " vi—a<1,> 0  vi—a=
1,and}"" | v — « > 1, respectively. Ify; > «, thenC > 0.
On the other hand, if; = «, the first column ofC is zero.

The eigenvalues of’ in that case are zero, together with the
eigenvalues of the principal submatrix obtained by deleting

the first row and first column of'. The latter submatrix is
positive. In general, we use Perron’s Theorem [12, p. 500]
state the next proposition.

Proposition 8: We have that:

1) p(C) is an algebraically simple eigenvalue ©f

2) there isv, v > 0, such thatCv = p(C)v;

3) |A| < p(C) for every eigenvaluey, A # p(C);

4) limg—oo[p(C)"IC)* = L, L = (w'v) " tvwt, Cv =

p(Chv, w'C = wip(C).
Consider the following equation in(x):

Aey — (1+ o)Al — Fyv(z) = (x — Dw(z).  (17)

This equation will be of paramount importance in deriving

our next results.
Proposition 9: The equatiotde; — (1+ ) A(l — F)v(z) =
(z — 1)v(z) has solution

iz + o+ iz - 1)
(z +a)f
wherev;(z) denotes théth component ofu(x).

Proof: Multiplying both sides of the equation by~ =
[I — F(I 4+T)] and rearranging the terms yields

{z+a)l —Fl(z+ )]+ (x— DIN(z)=¢  (18)

from which the proposition follows. O
Proposition 10: The characteristic polynomial of matri¥,
called p(z), is given by
w@+ )" =L e+ a+ @ —1)]

p(x) = :

r—1

vi(x) =

Proof: By definition, v is an eigenvector of”, corre-
sponding to eigenvalue,, if and only if Cv = Av. This
condition can be expressed@év)Ac; —(1+a)A(1 — Flv =
(A — 1)v. Using Proposition 9, we get = (v'v)v(\). If v
is indeed an eigenvectof'v # 0 and hencey'v(\) = 1.
Conversely, ify'v()) 1, then X\ is an eigenvalue with
eigenvectow (). In short, A is an eigenvalue of if and only
if ¥'v(A\) = 1. This condition can be written ag ) = 0 with

i—1

[z + a+ 7z - 1)

p(r) = (x +a)" — Z i@ + a)™

(19)

1363

from which we conclude that(z) is the characteristic poly-
nomial. The form presented in the statement of the proposition
is obtained through algebraic manipulations. O

One interesting consequence of Proposition 10 is the fact
that the spectrum of” remains invariant to a permutation of
the ;. For the next proposition, leh = p(C) and v and
w' be the associated right and left eigenvectors, respectively,
such thaty'v = wtAe; = 1.

Proposition 11: The vector of access delays in rouhdan
be written as

<wtd0 —

0y = {
1+ a)y
1—~tw(1)

f[%r/\;él,kzl,and

)\k

wtv

1+ a)y

N1 )U+Mkd0

(1= 2]

t _
d = {w do kt(l + a)yv Mk,
wly
t s
+ (1+a)y(I_Mk) wv (1)1}_1}/(1)
why wly i

fora=1%>1

Proof: From Propositions 6 and 9, we writer! —
Chyv(x) = (1—~vtv(x))Aer, and(x — Nwto(z) = 1 —ylo(x),
from which the following equalities are deduced:

(1= Cyo(1) = (1 — 7o) Acy (20)

(I —CY' (1) = =" (1)Aey — v(1) (21)
t _ 1- ’th(l)

w(l) = I (22)

whv = —y'/ (N) (23)

wtvl()\):_’yv ()‘) (24)

2

These equations will prove useful in deriving our results. It is
easily shown by induction that

k—1
C*dy —y <Z C’) Aey

=0
DecomposeC in the form C AL + M with L
t

(whv) " tvwt. If X # 1, then using (20) and (22), we get

k—1
<Z Cl> Ay =(I = CMYI = C) tAey
=0

dp = . k=0,1,....

+

(25)

ok v(1) 1
=4 Ll —~tu(1) 1 —~t(1)

(I = M*)v(1)

AR 1 ‘
TwluA—10 " 1—Atu(l) (7 = MF)u(1)

(26)

which when inserted into (25) yields the statement of the
proposition. If A = 1, then we make use of (21) and (23)
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to write In these conditions) denotes the largest eigenvalueafand
- Inax(di;?). is the largest value attained by the linear system of
ch Aey Proposmc_)ns 5 and 6. o _
— We omit the proof because of space limitations, but we will

provide some insight into the conditions of the proposition.
The first condition states that the chain transmissions do not
w U/(l)v> (27) occupy a full scheduling interval pluSisiot + tons). That is,
wtv ) there is some idle time left even if all nodes at the heads of a
chain transmit at their scheduled access attempts. The second
Inserting this result into (25) yields the statement of thgongition is sufficient to ensure that the real-time nodes recover
proposition forA = 1. The products*v’(1) can be computed from the most unfavorable initial setting. That happens when

= (k—1)LAe; + (I — M*)(I — M)~ Aey
kv 1 t

= + (I—M"‘)(v’(l) -

wtv  wlv

via (24). L a packet arrival occurs a slack time after the scheduled access
Proposition 12: The BB contention mechanism is uncondinttempt but a data packet transmission has just started at that
tionally stable if and only if time. Thus, the initial contention delay {8 + z), rather than
n just z. Last, if the system reaches an overload point where the
Z v —a < 1. head nodes always have a packet ready at the scheduled access
P - attempts, we would like the packet delays to decrease from one

access instant to another, so that the system effectively drifts
In addition, if the condition above is not satisfied, the BBway from the overload point. This is expressed by the third
contention mechanism is still stable provided that condition.

s< Y
] VIIl. RESULTS
where ) is the largest root of the characteristic polynomial. A. Parameters and Assumptions
Proof: If > v —a < 1, then A = p(C) < 1.

X o ] We present results for a wireless LAN with a mixed pop-
Referring to Proposition 11, we conclude thaty_, .. dy =

. ' ulation of data and real-time nodes: all nodes are assumed to
0, independent of the value afo. Consider now the casegenge each other's transmissions. In this case, node mobility
2_i=1 vi—a > 1 and note that, from Proposition & St (14 does not impact our channel access scheme and therefore was
a)zAey, with the equality holding foe = 0. Hence,w'dy < ot explicitly modeled. Nominal values for the parameters of
(1+ )z, and using Propositions 8 and 11, we conclude thi{s system are given in Table I, and when applicable, they
limy— oo dy = 0, if 2 < y/(A —1), andlimy—oo . = 00, if  [3ye 'heen taken from the direct sequence spread spectrum
z >y/(A —1). For the special case= y/(A — 1), it can be e gion of the IEEE 802.11 standard. The channel bit rate is
shown that all the eigenvalues 8f have modulus less thangengted by, and each packet transmission has a physical
unity. Therefore, referring %gam to Proposition 11, we haV(?’HY) layer headet,,, and a MAC-layer headet. Packets
iy oo d = (14 a)ye/ (322 vi —a = 1). ) __D arrive at a data node according to a Poisson process with
élthough the access delays are boundgd at the limiting c3sg, A, and each has payload denoted by Real-time
> i % —a>1,z=y/(A-1), data traffic would never be gessions have a constant coding rateWe taket i, = £y,

allowed onto the channel. toki = tphy + (b + Tstace)/7. (Operation with feedback),
tokt = tphy + (b + rateay)/r. (Operation without feedback).
B. Operation Without Feedback The data and real-time loads are givenddy, = NauAbpkt /7

The model for operation without feedback differs from th@ndpriu = Newwrs /7e, whereNa, and Ny, denote the number
one of the previous section in a number of aspects. Fir8f data and real-time nodes, respectively. _
the total channel time occupied by chainis always;, The ove_rall performance of th'e wwele;s LAN when it
independent of access delays; thagise 0, v; = «, for every Operates with both Qata ar_1d reaI_—tlme traffic was studied vylth
i,i=1,...,n. Second, the head node of a chain is only rea@r’nu_latmns. Each S|mulat|on point was obtained by running
to contend for access to the channel when both a schedufed independent replicas of the system and averaging the
access attempt has occurred, and a packet is waiting. Thﬁ%e,ults.. Each simulation run corresponds to 4—10 min of ;ystem
the concept of stability refers to bounded packet delays, raﬂ%}eratmn. The error bars in the plots mark the 95% confidence
than to bounded access delays. We have derived the followiREgrvals.
sufficient conditions for the packet delays to remain bounded.

Proposition 13: The BB mechanism is stable if the follow-B. Stability

ing conditions are met. The operation of BB contention is stable whenever the
1) There is ary, y > 0, such that) "' I, + ¥y = t., + maximum real-time delay, either access delay (feedback) or
thslot + Tobs- packet delay (no feedback), is finite. On the other hand,

2) Eithera(n —1) < 1or if a(n —1) > 1, 24+ 6 < CSMA/CA does make guarantees on maximum delays. A
y/(A—=1). traffic stream, either real-time or data, has a stable operation

3) § > max(d;y), fori=1,...nandk =0,1,.... under CSMAJ/CA if its average packet delay is finite.
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TABLE | v T i T
NOMINAL VALUES FOR THE PARAMETERS OF THE SYSTEM s —— BB, feedback

; 20 + * BB, no feedback -
Parameter ] Symbol | Nominal value " ——— CSMA/CA

Channel rate T 2 Mbits/s
Short spacing tshort 10 ps
Medium spacing tined 30 ps
Long spacing tiong 50 ps
Slot time tsiot 20 us
PHY header per pkt tohy 192 ps
MAC header per pkt h 34 bytes
Black slot time thslot 20 ps
Observation interval tobs 20 ps
Data nodes Nan 10 nodes
Inter-access interval tace 30 ms
Inter-packet arrival trdy 30 ms

15 ¢

10 ¢

Number of real-time nodes

TABLE 1
NUMBER OF SUPPORTEDREAL-TIME NODES FORTs = 64 KBIT/S,
WITH AND WITHOUT FEEDBACK FROM THE MAC LAYER TO THE 0 . . . L " . VT .
APPLICATION. AN IDEAL TDM STRUCTURE ACCOMMODATES 23 NODES 00 01 02 03 04 05 06 0.7 0.8 0.9 1.0

bkt | Feedback | No feedback Data load

825 bytes 21 18 (4 = 5 ms) Fig. 7. Maximum number of real-time nodes versus data load for stable
1500 bytes 21 16 (6 = 8.2 ms) operationrs = 64 Kbit/s, b, = 825 bytes.

o0 21

40 y T " "
e —— BB, 1 node/chain
TABLE I o s BB, 2 nodes/chain

NUMBER OF SUPPORTEDREAL-TIME NODES FORTs = 32 KBIT/S 35+ -—-- BB, 4 nodes/chain ]
AND VARIOUS NUMBERS OF REAL-TIME NODES PER CHAIN. N [ CSMA/CA
AN IDEAL TDM STRUCTURE ACCOMMODATES 37 NODES '.\

w
o

Real-time nodes per chain
bpkt 1 ] 2 | 4

825 bytes 31 35 36

1500 bytes 30 35 36
00 24 35 36

N
(€1

N
o

r of real-time nodes

Since BB contention gives nonpreemptive priority accesg
to real-time traffic, the maximum number of real-time nodeg
supported in the network does not depend on the data lo&d
but only on the largest length of a data packet, as shown in
Section VII. Table Il gives the maximum number of supported 5 |
real-time nodes for a coding ratg = 64 Kbit/s, an interaccess
interval ¢,.. = 30 ms (feedback) and an interpacket arrival . . . . . ; = : :
interval t,q, = 30 ms (no feedback). The row entry labeled 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
s gives the number of real-time nodes supported in an Data load
unconditionally stable system. For the chosen parameters,Fan8. Maximum number of real-time nodes versus data load for stable
ideal TDM strategy would accommodate 23 real-time node¥erationrs = 32 Kbits, byi = 825 bytes.

The table indicates that even without chaining, BB operation

coupled with feedback to the application allows for almost coding rater, = 32 Kbit/s, and there is feedback from
the same number of nodes to be supported as an ideal T MAC layer to the application. Although real-time traffic
scheme. Without feedback to the application, the slack tine unconditionally stable for a maximum of 24 nodes when
6 has to be designed. In the table, the values choserd fothere is no chaining, just grouping the real-time packets in
are indicated together with the maximum number of reapairs increases the number of supported real-time nodes to 35,
time nodes that satisfy the sufficient stability conditions ahdependent of the length of data packet transmissions.
Section VII. Simulations have shown that more nodes can beFigs. 7 and 8 show the maximum number of real-time nodes
accommodated than predicted from the analysis. that can be supported in the wireless LAN with stable data

The effect of chaining on the number of supported reaknd real-time traffic operation. It is clear that BB contention
time nodes is reported in Table Ill. Real-time sessions hairaproves the total amount of traffic that can be carried in
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2l . 0.480 2 127, 0.608
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Fraction of real-time load

. o . Fig. 10. Maximum real-time delay under BB contention versus a fraction of
Fig. 9. Average and standard deviation of real-time packet delays unggg|-time loadr, = 64 Kbit/s, by = 825 bytes.
CSMA/CA versus a fraction of real-time load = 64 Kbit/s, b1, = 825
bytes.

It is also important to assess the extent to which the priority

the network, i.e., it improves the throughput. This is becaugétained by real-time traffic with BB contention affects data

real-time packets are never subject to collisions. On the ottf&lay performance. In Fig. 11, we plot the average data packet
hand, under CSMA/CA data and real-time packets collide wigielay as a function of the fraction of real-time load for constant

one another, bringing down the utilization of the channeiotal load and the same parameters as before. First, we note
For a data load of 0.128 and a real-time coding rate of @@at under CSMA/CA, the average data packet delay increases
Kbit/s, BB contention supports 30% more real-time nodes thas we trade data load for real-time load. This is mainly because
CSMA,; for a coding rate of 32 Kbit/s and no chaining, théhe relative packet overhead brought onto the channel by real-

improvement is 37%. time traffic is much larger than that brought by data traffic:
real-time packets and data packets contain 240 and 825 bytes
C. Delay Performance of payload, respectively, but the overhead per packet is always

Real-time packet delay performance under CSMA/CA cdif Dytes. In addition, a mixture of packet lengths brin_gs
only be characterized with statistical metrics, since no del%9wn th? performgnce of CSMA/CA because the channel t|me
guarantees are made. In Fig. 9, we plot both the average ted is a collision that depends on the longest packet in-

the standard deviation of real-time packet delays as a functigpfved in that collision, rather than on the average length of the
of the fraction of real-time load for constant total (realC0lliding packets. More interestingly, Fig. 11 shows that when

time plus data) load. The real-time coding rate is 64 Kbiy&@l-time packets contend with BB's, the average data packet
and the initial phase of a real-time packet stream associaf®j2y does not increase as much as with CSMA/CA. Indeed,

with a session was drawn from a uniform distribution in al€ could expect otherwise since real-time traffic is served with
interpacket arrival interval of length, = 30 ms. We see that Priority over data traffic. However, the data access procedures
the standard deviation can in many cases be twice the averagicipate collisions, and consequently use the channel less
and that for practical purposes, the network cannot be operagéficiently than the collision-free access procedures of real-
at loads above 0.544. Fig. 10 shows the maximum real-tirfig1e traffic. As we trade data for real-time load, a larger
delay when real-time traffic contends for access to the chaniélume of traffic gets priority over data, but that new traffic is
with BB’s. In the operation without feedback, the slack timéfficiently served through BB contention. Not surprisingly, we
was chosen equal ®= 5 ms. We confirm that the maximumalso observe that operation without feedback produces larger
real-time delay is typically small, even at network loads adata packet delays, since the BB’s used to assert real-time
high as 0.672. It increases with the fraction of real-time loa&tcess priority tend to be longer.

as it reflects BB contention among real-time nodes. Table IV For the operation with feedback, the choice of the interac-
further shows the maximum real-time packet delay for thgess intervat,.. sets the size of real-time packets and has a
case of no feedback and total load 0.544 together with thignificant impact on performance. As discussed in Section V-
percentage of real-time packets that exceed that delay wherthe real-time block delay is the sum 6f.. and the access
CSMAJ/CA is used. delay. The former term is dominant in determining the overall
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TABLE IV
MaAxiMuM PACKET DELAY AND PERCENTAGE OFREAL-TIME PACKETS THAT EXCEED THAT DELAY UNDER CSMA/CA, FOR A TOTAL LoAD oF 0.544

Frac. of real-time load | 0.12 0.24 0.3 0.47 0.59 0.71 082 | 0.94
Max. pkt. delay [ms] 3.78 4.00 4.63 5.70 6.30 6.98 7.54 | 8.84

CSMA delay > 26.3% | 26.8% | 24.1% | 19.7% | 17.3% | 15.3% | 10.8% | 6.1%
Max. pkt. delay

25 —— BB, feedback ' ' 25 — : . I
--—- BB, no feedback ‘nter-access
...... CSMA/CA /% interval
/{/ — 15ms
20 T. load /{ : | -—— 30 ms
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S [O]
S X
8 o
10 ¢ g
£ o 107 .
T 3 s g _—./"’*§i/  u \\..—"'
E ° N
5 ‘_ < | S G S “--"":&Iq;!o-rﬁl-os...._\qf_ﬁ—‘ﬁ\
) S st I ey |
1 02 03 04 05 06 07 08 0. ol
00 010203 04 0506 0.7 08 0.9 1.0 0.0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1.0

Fraction of real-time load Fraction of real-time load

Fig. 11. Average data packet delay versus a fraction of real-time lo . .
re = 64 Kbitls, by = 825 bytes. Ia—'ﬁig. 12. Average data packet delay versus a fraction of real-time load for

three values of the interaccess interval= 64 Kbit/s, b, = 825 bytes.

block delay: the smallet,.., the smaller the block delay. N .
: depict in Fig. 14 the average data packet delay as a function
However, a small value of,.. means small real-time packets, . . .
and those bring a large relative overhead onto the channel. sthe fraction of real-time load, assuming that the PH.Y
s MAC overhead can be reduced to 34 bytes. We verify

such, long data packet delays may be induced. In Fig. 12,
show the average data packet delay as a function of the l‘ractloﬁIt the average data packet delays are smaller than before

of real-time traffic for three values of the interaccess intervggff;m;ﬁz:'Z'Sgszzﬁ;glrre gscg;;ﬂ agﬁ”ﬁfﬁ'ig;ﬂ?ﬁ??@f d;he
tace = 15,30,45 ms. Fort,.. = 15 ms, the average data dela)P Y, €sp y 9 )

increases rather steeply with the fraction of real-time load,
whereas fort,.. greater than 30 ms, the small improvement
in average data delay does not justify the increase in real-timeBB contention is a distributed MAC scheme designed for
block delay. QoS real-time traffic support in carrier sense ad hoc wireless
The effect of chaining is reported in Fig. 13, where weetworks. The scheme can be overlaid on current CSMA
present the average data packet delay as a function of implementations, notably those that comply with the IEEE
fraction of real-time load for a real-time coding rate= 32 802.11 standard, without requiring changes to the access
Kbit/s. Operation without chaining is compared to scenariggocedures of data nodes. Real-time nodes contend for access
with two and four real-time nodes per chain. We note thab the channel by sending pulses of energy, the durations of
for this set of parameters, chaining provides a moderatdich are a direct function of the delay they experienced
improvement in data delay performance. The improvememttil the channel became idle. BB contention guarantees that
brought by chaining is not very significant because the systegal-time packets are transmitted without collisions and with
is constrained by the PHY and MAC overheads rather than pyiority over data packets. For an ad hoc wireless LAN, it
the overhead that results from BB contention. At 32 Kbit/ssan further be shown that BB contention enforces a round-
each real-time packet has only 120 bytes of payload. Webin discipline among real-time nodes and results in bounded
expect the performance to improve and the benefits of chainireal-time delays.
to become more apparent, if either the interaccess intervalA mode of operation has been devised that decouples the
is increased or the PHY plus MAC overhead is decreasedstants when a node acquires access rights to the channel from
The former solution implies longer block delays for real-timéhe instants when real-time packets arrive at the MAC layer
applications. The latter possibility requires a better transceivier transmission. Chaining of real-time packets was introduced
design or a simpler MAC header. As an experiment, was a means of increasing the performance of the system. The

IX. CONCLUSION
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processes of chain creation and segregation are distributed and

resilient to failures.

A general analytical framework to study the dynamics of B
contention has been presented. In particular, the analysis yid
conditions for the BB mechanism to be stable. Simulatio
were also conducted to compare the performance of
contention with that of CSMA/CA. The former mechanism ca
carry more traffic than CSMA/CA. More importantly, it make s
QoS guarantees in terms of maximum real-time delay withos#
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