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QoS Routing in Ad Hoc Wireless Networks

Chunhung Richard Lin and Jain-Shing Liu

Abstract—The emergence of nomadic applications have re-
cently generated much interest in wireless network infrastruc-
tures that support real-time communications. In this paper,
we propose a bandwidth routing protocol for quality-of-service
(QoS) support in a multihop mobile network. The QoS routing
feature is important for a mobile network to interconnect wired
networks with QoS support (e.g., ATM, Internet, etc.). The QoS
routing protocol can also work in a stand-alone multihop mobile
network for real-time applications. Our QoS routing protocol
contains end-to-end bandwidth calculation and bandwidth allo-
cation. Under such a routing protocol, the source (or the ATM
gateway) is informed of the bandwidth and QoS available to
any destination in the mobile network. This knowledge enables
the establishment of QoS connections within the mobile network
and the efficient support of real-time applications. In addition,
it enables more efficient call admission control. In the case of
ATM interconnection, the bandwidth information can be used
to carry out intelligent handoff between ATM gateways and/or to
extend the ATM virtual circuit (VC) service to the mobile network
with possible renegotiation of QoS parameters at the gateway. We
examine the system performance in various QoS traffic flows and
mobility environments via simulation. Simulation results suggest
distinct performance advantages of our protocol that calculates
the bandwidth information. It is particularly useful in call ad-
mission control. Furthermore, “standby” routing enhances the
performance in the mobile environment. Simulation experiments
show this improvement.

Index Terms—Ad hoc wireless networks, code division multiple
access (CDMA), quality-of-service (QoS), personal communica-
tion networks, routing, TDMA, vitural circuit.

I. INTRODUCTION

ERSONAL communications and mobile computing re-

quire a wireless network infrastructure that is fast d

ployable, possibly multihop, and capable of multimedia servi
support [3]. The wireless network is often connected to a wir
network (e.g., ATM or Internet) so that the ATM or Internet

A time division multiple access (TDMA) scheme is generally
used in the wireless extension for bandwidth reservation for
the mobile host to base station connections.

In parallel with (and separately from) the single hop cellular
model, another type of model, based on radio to radio mul-
tihopping, has been evolving to serve a growing number of
applications that rely on a fast deployable, multihop wireless
infrastructure [3]. The classic examples are battlefield com-
munications (in the civilian sector), disaster recovery (fire,
earthquake), and search and rescue. A recent addition to this
set is the “ad hoc” personal communications network, that
could be rapidly deployed on a campus, for example, to
support collaborative computing and access to the Internet
during special events (concerts, festivals, etc.). Multihopping
through wireless repeaters strategically located on campus
permits the reduction of battery power and the increase in
network capacity (via spatial reuse).

The problem of interconnecting the multihop wireless net-
work to the wired backbone requires a quality-of-service
(QoS) guarantee not only over a single hop, but also over
an entire wireless multihop path. The QoS parameters need
to be propagated within the network, in order to extend the
ATM virtual circuit (VC) into the wireless network and to
carry out intelligent handoff between ATM gateways (base
stations) by selecting the gateway that offers the best-hop
distance/QoS tradeoff. The QoS-driven selection of the next
gateway for handoff can be effectively combined with the
soft handoff solutions (e.g., preestablishment of a VC to
the next ATM gateway) already proposed for single hop
wireless ATM networks [1], [20]. The key to the support

e_

of QoS reporting is QoS routing, which provides path QoS

Zgandwidth) information at each source. Prior research efforts

n multihop mobile networks have not fully addressed this
roblem.

multimedia connection can be extended to the mobile useFr)s]n this paper, we address the problem of supporting real-
Therg are several c_ontributions Fhat have already appeareqirirr]we communic,ations in a multihop mobile network using

the wireless extensions of the wired ATM networks [1], [20] 0S routing, and we propose a protocol for QoS routing. We
Most of them focus on the cellular architecture for wirelesg nsider diff;arent QoS traffic flows in the network to evaIL.Jate

personal communication networks (PCN'’s) supported by ATVt%)e performance of our protocol. The paper is organized as
backbone infrastructures. In this architecture, all mobile ho§ﬁ . - 4

in a communication cell can reach a base station in one hid lows. Section Il presents the routing protocol, derived from

Hestination sequenced distance vector (DSDV) [19], which

contains the features of bandwidth calculation and reserva-
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Fig. 1. Hidden terminal problem. Fig. 2. CDMA over TDMA.

datagram applications. For a network to deliver Q0S guargflssed code assignment [14] to assign a code to each transmitter
tees, it must reserve and control resources. A major challenge yata transmission. A spreading code can be reused if two
in multihop, multimedia networks is the ability to account fof,y4es have a hop distance greater than two [8]. In Fig! @n
resources so that bandwidth reservations (in a determinisiiG the same slots (1 and 2).4s0 send packets t& encoded

or statistic_al sense) can be placed on them. Wg_ note thatb'g;la different code (say code 3) without any collisionat
cellular (single hop) networks, such accountability is maq¢s notaple that this case is assumed to be only one session
easily by the fact that all stations learn of each OtheriﬁroughA, B, C, andD. If AandC (different sessions) intend
requirements, either directly or through a control station (e.go send packets t@ in the same slot, then only one packet
the base station in cellular systems). However, this solutiQq, pe received. and another will be lost depending on which
cannot be extended to the multihop environment. To sUuppPRfde B |ocks on. In this paper, we assume TDMA within our
QoS for real-time applications, we need to know not only the,york. CDMA can also be overlaid on top of the TDMA
minimal delay path to the destination, but also the availablg astructure; namely, multiple sessions can share the same
bandwidth on it. A VC should be accepted only if there isppma siot via CDMA, as shown in Fig. 2. In this case, the

enough available bandwidth. Otherwise, it would disrupt thesa. far problem and related power control algorithm become
existing VC's. , , . critical to the efficiency of the channel access [6]. A code
~We only consider “bandwidth” as the QoS (thus omittingsgignment scheme [14] is assumed to be running in the lower
signal-to-interference ratio (SIR), packet loss rate, etc.). ThiS or of our system. Thus, the hidden terminal problem shown
is because bandwidth guarantee is one of the most critiga Fig. 1 can be avoided.
requirements for real-time applications. “Bandwidth” in time- |, ihe network, each real-time connection will be assigned a
slotted network systems is measured in terms of the amoyj The v/C is an end-to-end path along which slots have been
of “free” slots. The goal of the QoS routing algorithm iSeserved. As we shall see later, the path and slots of a VC may
to find a shortest path such that the available bandwidth @fange dynamically during the lifetime of a connection due to
the path is above the minimal requirement. To compute theyyijity, Each node schedules each of its slots to transmit
bandwidth-constrained shortest path, we not only have {Qer gatagram or VC traffic. Since real-time traffic (which
know the available bandwidth on each link along the patly -5rried on a VC) needs guaranteed bandwidth during its

but we also have to determine the scheduling of free slotg.(ie period, each node has to reserve its own slots to the VC
Though some algorithms were proposed to solve this QAP ~onnection setup time.

routing problem, they unfortunately may only work in SOme v assume that a radio station can only receive a single

special environments [2], [13], [18]. transmission at a time and cannot transmit and receive simul-
o ) taneously. The channel in our system is assumed to be time
A. Code Division Multiple Access (CDMA) over TDMA  giotteq. All nodes keep accurate common time (there exits a
Consider the example of the wireless network shown giobal clock or time synchronization mechanism). Each slot
Fig. 1 that uses TDMA for data transmission. The mobile hostcludes the number of redundant bits (e.g., for error control
A intends to transfer data to the mobile haktAll slots in the coding, retransmission) that must be sent when the channel has
TDMA frame are assumed to be free. Suppose thatserves a low signal-to-noise ratio in order to get a successful transmis-
slots 1 and 2 for transmitting data #, and B uses slots 3 sion. We consider the assumptions found in most other radio
and 4 to forward packets t6'. Becaused and C are hidden data link protocols [5], [7]-[8], [10], [12], [15]. That is, the
from each other(” may want to send packets # by using physical layer can provide the service of the slotted channel.
slots 1 and 2. Thus, there will exist a collision /At(because Only one data packet can be transmitted in each data slot.
B may receive packets from and C' simultaneously) [8]. The information concerning available bandwidth between
CDMA can be used to solve this problem (all spreadingvo nodes is critical. It is used to select a route that satisfies
codes are assumed to be orthogonal to each other). Hur QoS requirement. In addition, it is also used to determine
example, consider the same topology in Fig. 1. Fig. 2 showmhether a new connection is allowed into the network. As we
that whenB uses slots 3, 4 to transmit packets@owe can mentioned, the topology is changed dynamically. Although the
assign a code (say code 2) to nalewhich is different from end-to-end bandwidth converges to the correct answer, it may
the code (say code 1) used Hy That is, we use a transmitter-do so slowly. Therefore, the “current bandwidth” kept in a
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| | The data phase must support both VC and datagram traffic.
', B B ! Since real-time traffic (which is carried on a VC) needs
”1 H 2] N“ ------ | guaranteed bandwidth during its active period, bandwidth must
I I | be preallocated to the VC in the data phase before actual
Control phase Data phase data transmission. That is, some slots in the data subframe
Fig. 3. Frame structure. are reserved for VC'’s at call setup time.
Because only adjacent nodes can hear the reservation infor-

B - mation and the network is multihop, the free slots recorded at
node may not react to the “real bandwidth” because of hop- . '

i S very node may be different. We define the set of the common
by-hop propagation delay. If the current bandwidth is less th

. S, ) . } e slots between two adjacent nodes to bdittkebandwidth
the real bandwidth (i.e., “underestimated”), we may miss SOME  ider the example shown in Fig. 4 in whichintends to

feasible paths, and the system utilization is low. Otherwise mpute the bandwidth td. We assume the next hop If

(i.e., “overestimated”), the call setup along a selected pa%ﬁ . ,
) . ! can compute the available bandwidthA¢ thenC can use
may fail at some link because of the lack of enough bandW|dtth.i8 informe)tion and the “link bandwidtrx:"’ot(B to compute

The system then has to backtrack to free all reserved slots d andwidth toA.

to choose another route. Observe that this backtracking wi IWe define thepath bandwidthwhich can be calle@nd-to-
degrade the system performance. If we have the bandW|dthOI bandwidth between two nodes, that are not necessari
information at the beginning of a call setup, we can avoid tHe . : ’ y
failure of the call setup at some intermediate node on a giv"él(r]]“acem’ to b.e the set of available S.IOts _betwee_n them. If_two
. . S . nodes are adjacent, the path bandwidth is the link bandwidth.
route. Routing with a QoS indication is thus needed in Ord(aronsider the example in Fig. 4, and assume that one ho
to efficiently manage bandwidth resources. . . e P
distance is betweed and B. If C has free slots {1, 3,
4}, and B has free slots {1, 2, 3}. Then think bandwidth
B. Bandwidth Calculation betweenC and B is {1, 3}. This means that we can only
The transmission time scale is organized in frames, eagkploit slots 1 and 3 for packet transmission froth to
containing a fixed number of time slots. The entire network. Thus, if a VC session needs more than two slots in a
is synchronized on a frame and slot basis. The frame/stime frame, then it will be rejected to pass through (C, B).
synchronization mechanism is not described here, but can\e can observe thatink_BW (A, B) = free_slot(A) N
implemented with techniques similar to those employed in thfgec_slot(B). The definition of free_slot(X) is the slots
wired networks (e.g., “follow the slowest clock” [17]) andwhich are not used by any adjacent hostfto receive or
properly modified to operate in a wireless mobile environmerio send packets from the point of view at node Next,
Propagation delays will cause imprecision in slot synchronizé&e can further employ link bandwidth to compute end-to-
tion. However, slot guard times (fractions of a microseconénd bandwidth. End-to-end bandwidth can provide us with
will amply absorb propagation delay effects (in the order @¢fn indication of whether there exits a QoS route between
microseconds). Each frame is divided into two phases, namedygiven source—destination pair. We will use the following
the control phase and the data phase, as shown in Fig. 3. Thier cases as examples to show how to calculate the path
size of each slot in the control phase is much smaller than thendwidth.
one in the data phase. The control phase is used to perform alCase 1: Assume the link bandwidth of bothA, B) and
the control functions, such as slot and frame synchronizatidd, C) are the same, say {1, 2, 3, 4}, as in Fig. 5.dfuses
power measurement, code assignment, VC setup, slots requaets 1, 2 to send packets 18, then B can only use slots
routing table (loop-free DSDV routing algorithm [19] in this3, 4 to forward packets tol. This is becauseB cannot be
paper), etc. The amount of data slots/frame assigned to a WCtransmitting mode and listening mode simultaneously. So
is determined according to a QoS requirement. the path bandwidth fron®” to A, denoted as path_BW(C, A),
As depicted in Fig. 3, the control phase uses pure TDM#@an be {1, 2}, and its size is two. In this case, four free slots
with full power transmission in a common code. That is, eagtan only contribute two slots for path bandwidth. Namely,
node takes turns to broadcast its information to all of itst/2| = 2. Similarly, if there are only three free slots on both
neighbors in a predefined slot, such that the network conttisiks, then the size of path bandwidth [i8/2] = 1.
functions can be performed distributively. We assume theCase 2: Assume link_BW(A, B)= {2, 3} and link_BW(B,
information can be heard by all of its adjacent nodes. Inanoi§) = {1,2,3,4}, as in Fig. 6. Namely, link_BW(A, B)
environment, where the information may not always be heaidk_BW(B, C). If C uses slot 2, the? cannot use slot 2 any
perfectly at the adjacent nodes, an acknowledgment schemere. So in this case&; should first use slots in link_BW(B,
is performed in which each node has to ACK for the las) — link_BW(A, B) = {1, 4} to maximize system utilization.
information in its control slot. By exploiting this approach,Therefore, ifC uses slots 1, 4, theB can use slots 2, 3. So
there may be one frame delay for the data transmission afath_BW(C, A)= {1, 4}, and its size is two. Similarly, we
issuing the data slot reservation. can use the same way to process the case of link_BW(A; B)
Ideally, at the end of the control phase, each node hiagk_BW(B, C). In this caseB must use slots in “link_BW(A,
learned the channel reservation status of the data phase. B)is- link_BW(B, C)” first.
information will help one to schedule free slots, verify the Case 3:If link_ BW(A, B) n link BW(B, C) = §, no
failure of reserved slots, and drop expired real-time packetgonflict will occur. Fig. 7 shows this exampl€: can choose

frame
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In host C, the next hop to desination A
is B (route[A].next=B)
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Fig. 4. End-to-end bandwidth calculation.
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Fig. 10. Step 2 bandwidth calculation in Host C.
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A Y F then B uses {1, 4, 7, 8} to forward packets td. The size of
_ _ path bandwidth fromC' to A is four.
Fig. 7. Exclusive case. The last case is a general case. Observe that it is, in fact,

a combination of Cases 1-3. Our slot assignment policy is

either slots 3 or 4, and® chooses slot 2. So path_BW(C, A)to consider the slots not in link_BW(B,G) link_BW(A,B)
= {3}, and its size is one. first, until one of the special cases (i.e., Cases 1-3) occurs.

Case 4: This is a general case, as shown in Fig. 8. We willhe detail of the bandwidth calculation algorithm is shown in
find any general case can be regarded as a combinationFigf. 12. To further generalize Case 4, if the distance between
the previous three cases. Follow the slot assignment policy4nand B is no longer one hop, as shown in Fig. 4, the same
Case 2. We assign slot 9 0 and slot 1 toB first. Fig. 9 algorithm can still work.C' can calculate path_BW(C, A)
shows the slots left. Next, we assign slot 10(oand slot 4 by using link_ BW(C, B) and path_BW(B, A) by using the
to B. Fig. 10 shows only slots {5, 6, 7, 8} left (slot 4 cannotalgorithm in Fig. 12.
be used byC' any more sinceB is in transmitting mode). At  In general, to compute the available bandwidth for a path
present, this is the same situation as in Case 1CSmn be in a time-slotted network, one not only needs to know the
assigned slots 5, 6, anl is assigned slots 7, 8, as shown iravailable bandwidth on the links along the path, but also needs
Fig. 11. Here we let the path_BW(C, A} {5,6,9,10}. That to determine the scheduling of the free slots. Resolving slot
is, C can use slots {5, 6, 9, 10} to send packetsBp and scheduling at the same time as available bandwidth is searched
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Fig. 11. Final result of bandwidth in Host C.

Path Bandwidth Calculation Algorithm:

when receive routing table from neighbor:
(bandwidth information is embedded in the routing table)

for all host 1 do
if (i==sender)

link_ BW = free_slots & free_slots of sender;
route[sender].bandwidth = link_BW;

else if (route[i].next == sender)

common_BW = link_ BW & route[i}.bandwidth of sender;

common_BW_size = size(common_BW);

difference BW1 =size(link BW " common_BW); /* the symbol ~ means XOR */
difference_ BW2 = size(route[i].bandwidth of sender ~ common_BW);

if (difference_BW1 <= difference_ BW2)

route{i].bandwidth_size = difference_ BW1;
remain_BW_size = difference BW2-difference. BW1;

i
else /* difference_ BW1 > difference BW2 */

route[i].bandwidth_size = difference BW2;
remain_BW_size = difference BW1-difference_ BW2;

}
if (remain_BW _size >0 && common BW_size > 0)

if (common_BW _size <= remain_BW_size)
route[i].bandwidth_size = route[i].bandwidth_size + common_BW_size;
else /* comm_BW_size> remain_ BW_size */

rout{i].bandwidth_size = route[i].bandwidth_size + remain_BW_size;
common_BW_size = floor((common_BW _size - remain BW_size)/2);

if (common_BW_size > 0) ‘
route[i].bandwidth_size=route[i].bandwidth_size + common_BW_size;
}

}
}
b

Fig. 12. Path bandwidth calculation algorithm.

on the entire path is equivalent to solving the satisfiabilitgnd-to-end bandwidth is useful when a new VC session comes
problem (SAT), which is known to be NP-complete [9]. Weén the system. The system can immediately determine whether
use the heuristic approach to assign slots, as discussed in GaseVC traffic flow can be accepted at the beginning of the
4. Compared with [13], our algorithm in Fig. 12 is correctconnection request according to the bandwidth requirement
simple, and efficient. In this algorithm, we only compute thend available path bandwidth. Actually, this QoS indication
size of the path bandwidth. Observe that the information of tiemables more efficient call admission control.
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Fig. 13. Bandwidth information in Host C.
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Free slots of nonbandwidth
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Fig. 14. Bandwidth information in intermediate Host B.

Bandwidth request from Host B
V v
e

Bandwidth information in Host A

Free slots

Fig. 15. Bandwidth information in destination Host A.

C. Slot Assignment receive data packets frof. Notice thatB must remove these

We have already described how to calculate path bandwid§PtS from the path bandwidth in each destination entry in the
In this section, we will discuss how to do the slot assignmePuting table. In additions must check if there are free slots
Once a call is accepted, the system needs to allocate slot@/fich can be used for forwarding packets to next hop (3.,
the VC hop-by-hop along the path to the destination. Each h&tthis case, slots {1, 4, 7, 8} are available. Thisreserves
must run a slot assignment algorithm. The algorithm in Fig. £8€m (shown in Fig. 14). In the meantimg must delete these
only calculates the size of path bandwidth by periodicall§)°t3 from the path bandwidth field in the routing table. If any
exchanging the path bandwidth information. However, it do@§1€ slot in {5, 6, 9, 10} is busy or if there are no enough
not tell us how to assign the available slots efficiently durinjee slots (four slots in this case) to forward the packets, this
the call setup in each host. We use Fig. 8 as an example'¢§ervation will fail. At this time B must reject the reservation
describe how the slot assignment algorithm works. For a givé#fuest. Becaus€' has already reserved slots {5, 6, 9, 10},
path, the source node, immediate nodes, and the destinagdfeeds to send a control packet, SaSET to C' to ask to
node will do different work. free these slots. These checking operations have to be done

Source Node: According to link BW(C, B) and because the topological change may affect the free slots.
path BW(B, A), we can compute the path bandwidth Destination Node:When the destinationd receives the
path_BW(C, A) = {5,6,9,10} as we mentioned in the reservation packet from the previous hop (i.8), it only
previous section (Fig. 11). Thus, the caltércan reserve any reserves slots {1, 4, 7, 8} for receiving data packets from
of these slots. Assume the new VC session f@ro A needs B, as shown in Fig. 15. These slots must be deleted from
four data slots in each time frame (i.e., the QoS requiremerif)e path bandwith field in the routing table. Like intermediate
Thus {5, 6, 9, 10} are reserved, and we must remove thesedes, ifA finds that any one slot in {1, 4, 7, 8} is not free,
slots from the path bandwidth in the other destination entriésmust send the RESET message back to free those reserved
in the routing table. For example, for the destinatign if slots hop-by-hop.
path_BW (C, E) contains slots 5, 6, 10 and the size of the In the previous example, we discuss how to reserve the
path bandwidth is five, thed®’ must remove slots 5, 6, 10bandwidth. When every host receives a reservation packet, it
away, and the size becomes ty®— 3 = 2). Fig. 13 shows must check if the slots that the sender will use for transmitting
slots {5, 6, 9, 10} are reserved and then marked. packets are free and find if there are free slots that can

Intermediate NodesThe path_BW(B,A) = {1,4,5,6, be reserved for forwarding packets. If both are satisfied,
7,8}. When B receives the reservation packet fr@fit must the reservation can be passed to the next hop. Finally, the
check if its slots {5, 6, 9, 10} are free. If so, then it cardestination sendsREPLYbackward to the source to acknowl-
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Part 1: Source node (issuing a call request)

if (available bandwidth < request bandwidth)
return;
else

mark all needed free slots;
remove these needed slots from every path bandwidth;
send the reservation packet;

}

Part 2: Intermediate nodes and destination node
if (I am the destination)

check if slots which are used to reccive packets are free;
if TRUE
{
remove these needed slots from every path bandwidth;
send REPLY to the source;
}
else
send RESET along the path back to the source to free all reserved bandwidth;

else /* I am the intermediate node */

check if slots which are used to receive packets are free; /*incoming bandwidth check*/
if TRUE

check if bandwidth to destination is enough; /*outgoing bandwidth check*/
if TRUE
{

remove all needed slots for incoming and outgoing from the available slots;
forward the reservation packet to the next hop;

}

else
send RESET along the path back to the source to free all reserved bandwidth;
}

else
send RESET along the path back to the source to free all reserved bandwidth;

}

Fig. 16. Reservation algorithm.

S_route

N3

Fig. 17. Standby routing.

Fig. 18. The primary route fails, and the standby route becomes the primary
] ] ) _ route. Another standby route is constructed.
edge having set up the connection. The reservation algorithm

is shown in Fig. 16. In the algorithm, when the call setu
fails, it is necessary to free all reserved slots along the p
backward to the source. This operation is very important sin

ths in a mobile environment. In such an environment,
ting optimality is of secondary importance. The routing
he bandwidth in th irel ki ite limited fotocol must be capable of finding new routes quickly when
the anaw th in the wireless r_‘eFWOV IS quite fimite " topological change destroys existing routes. To this end,
topological change may make it impossible to send eith e propose to maintain secondary paths that can be used
a REPLY or a RESET ba_ck alo_ng the path that has beffﬂmediately when the primary path fails [15], [16]. In Fig. 17,
established so far. Thus, if an intermediate node does h node uses the primary route (i.e., the DSDV route) to
Lec?veda REPLY .by I? predefined time, the reserved slots Woute its packets. When the first link (s, N1) on the path fails,
e freed automatically. the secondary path (s, N2) becomes the primary path, and
) another standby path (s, N3) will be computed, as shown in
D. Rerouting When the Path Broken Fig. 18. It is worth emphasizing that these routes must use
During the active period of a connection, a topologicalifferentimmediate successors to avoid failing simultaneously.
change may destroy the VC. The connection control mustThe secondary (standby) route is easily computed using the
reroute or reestablish the VC over a new path. Therefol2SDV algorithm. Referring to Fig. 17, each neighbor of node
it is important for a routing scheme to support alternativé periodically informs.S of its distance to destinatiol.
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choose the route that satisfies the QoS requirement in order of
precedenceaext, next2, andnext3. The chosen route will be
the primary route. That is, theext entry in the routing table
may be changed depending on the QoS requirement. After
choosing the primary route, the source node will send out a
call setup message iext. When receiving the message, the
next node will run the protocol in Fig. 21 to reserve bandwidth
{ for the new call. When a topological change destroys the
calculate bandwidth to destination host i using the same algorithm in DSDV. primary route, as in Fig. 18, nodewill try to rebuild a new
path immediately, using eithatext2 or next3 if the QoS
is satisfied. Thus, a new route from the breakpoint will be
update next2 bandwidth information; established by sending call setup message hop-by-hop to the
) ' destination.

Routing Table Maintenance Algorithm

‘When receiving a routing table from a neighbor:
for all i /* i means ID */

{
if (i != sender &&
sender routing table[i].next != myself &&
my routing tablefi].next != sender &&
my routing table[i].next != sender routing table{i].next)

if (sender != my routing table[i].next3)

if (calculate BW > bandwidth from original next2)

new next2 = sender;

if (sender != my routing table[i].next &&
sender '= my routing table[i].next2)

calculate bandwidth to destination host i using the same algorithm in DSDV. IIl. SYSTEM PERFORMANCE

The environment that we consider consists of 20 mobile
hosts roaming uniformly in a 100& 1000 f€ area. Each

3;33?:’;?x;f:,?§:;idth information: node moves randomly at uniform speed. Radio transmission
}} range is 400 ft. That is, two nodes can hear each other if
3 their distance is within the transmission range. Data rate is
} 4 Mbit/s. In our experiments, the channel quality may affect
the packet transmission. That is, the noise in the channel may
cause errors in packets. The channel quality specified by the
bit error rate is uniform in all of the experiments. Because the
VC traffic is delay sensitive rather than error sensitive, packets
are therefore not ACK’ed. A coding scheme is assumed to be

o ) running in the system to do the forward error correction. In

update bandwidth information of next; . . .
send this call; the experiments, we will pay more attention to the effect of
mobility to the system performance.

In each time frame (Fig. 3), the data slot in the data

if (calculate BW > bandwidth from original next3)

Fig. 19. The standby routing algorithm.

Construct a QoS path

if (bandwidth of next > required bandwidth)

}
else if (bandwidth of next2 > required bandwidth)

copy next2 bandwidth to next bandwidth;

copy next2 to be next;

update next2 bandwidth information;

send this call as using the original DSDV method;

}
else if (bandwidth of next3 > request bandwidth)
copy next3 bandwidth to next bandwidth;

copy next3 to be next;
update next3 bandwidth information;,

phase is 5 ms, and the control slot in control phase is 0.1
ms. Channel overhead (e.g., code acquisition time, preamble,
etc.) is factored into control/data packet length. We assume
there are 16 data slots in data phase. So the frame length is
20% 0.1 + 16 %« 5 = 82 ms. Since the number of data slots is
less than the number of nodes, nodes need to compete for these
data slots. The source—destination pair of a call is randomly

d this call as using the origi : o
y Sene s caflas usimg ¢ original DSDV method; chosen, and their distance must be greater than one. Once

a call request is accepted on a link, a transmission window
(i.e., data slots) is reserved (on that link) automatically for
all the subsequent packets in the connection. The window is

) ] ] ] _ released when either the session is finished or the RESET
The neighbor with the shortest distance yields the Primapk ket is received (Fig. 16). Conceptually, this scheme is an

route. The runnerup yields the secondary route. This sche@gensjon of packet reservation multiple access (PRMA) [12]
guarantees that the first link is different for the two pathgy the multihop environment.
Furthermore, the standby route computation requires no extrarhere are three types of QoS for the offered traffic. QoS
table, message exchange, or computation overhead. Like $\§s, and QoS need one, two, and four data slots in each
DSDV (or primary) route, we must compute bandwidth infofframe, respectively. The total simulation time isé1@s. A
mation from all neighbors to determine the standby routegew call is generated every cycle (82 ms). Each call duration
The algorithm in Fig. 19 maintains the routing table (tw@s an exponential distribution with the mean value 180 s.
alternative routes in the algorithm, i.enext2 and next3); The interarrival time of packets within a QpSession is an
next2 has larger bandwidth thanext3. The next” in the exponential distribution with 100 ms on average. Similarly,
algorithm means the primary route. It is notable that théae mean values of the interarrival time for Qo&nd QoS
primary route is shortest, but is not necessary to have the: 50 and 25 ms, respectively. The maximal queueing delay
largest bandwidth. of a data packet within a node is set to four frame lengths
When a host generates a new call, it uses the algorit{B28 ms). Namely, if a packet stays in a node more than that
in Fig. 20 to construct the path. In the algorithm, we wiltime, it will be dropped.

Fig. 20. Construct a QoS path for a new call.
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Bandwidth reservation in the intermediate node

if (sender using first next for path building)
the same action as original DSDV;
else
{ /* sender initial this call by next2 or next3 */

if (bandwidth calculated from next > request bandwidth)

{
reserve bandwidth using next;
forward this call setup message to next;

}
clsc if (bandwidth calculated from next2 > request bandwidth)

copy next2 bandwidth to be next bandwidth;

copy next2 to be next;

reserve bandwidth;

forward this call setup message as original DSDV method;

else if (bandwidth calculated from next3 > request bandwidth)
{

copy next3 bandwidth to be next bandwidth;

copy next3 to be next;

reserve bandwidth;

forward this call setup message as original DSDV method;

else /* no bandwidth */
backward "RESET" message to clean existing path bandwidth in other hosts reserved for this path;

Fig. 21. Bandwidth reservation in the intermediate nodes.
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Fig. 22. The percentage of calls to be rerouted. Fig. 23. Average throughput of different QoS’s.

In the first experiment, we consider the effect of variable The second experiment is to find the average throughput.
mobility on the rerouting due to a broken path. If any one dRecall that packets are not ACK’ed, and every packet is sent
the links on the path is broken, the VC over the path needsédractly once. Thus, there are no duplicates in our system. In
be rerouted. Fig. 22 presents the simulation result. The curvig. 23, we can find that the throughput of each connection
QoS means QoS is uniform for all traffic flows. Hybrid QoSdecreases as the mobility increases. High mobility makes
means different QoS traffic flows in the system. At the caltequent rerouting and thus results in more end-to-end trans-
setup, each source—destination pair can randomly determmission delay and more packet loss (over the upper bound of
its QoS type with the uniform distribution that will not bethe queueing delay at each node). In addition, observe that the
changed during the active period. Observe that the percenthggh QoS connection has high throughput on average because
of calls that need to be rerouted during their active period$ the high input rate. In addition, slot reservation makes the
increases as the mobility is increasing. That is, high mobilitpput packet flow have lower queueing delay to avoid the
causes paths to be broken frequently. When mobility is 2facket loss. Note that the throughput of hybrid traffic is similar
ft/s, about 50% of the connections need to be rerouted. Itts QoS traffic.
notable that the result is independent of the QoS of the trafficThe average hop delay is shown in Fig. 24. Since path
flows. This is because what we measure is the fraction lehgth is not the same for all packets due to rerouting or
connections that have already received a QoS route and ndéfirent VC sessions, in this paper we show the average hop
to be rerouted during their active periods. delay instead of end-to-end delay for those packets that can
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Fig. 24. Average hop delay. Fig. 26. Packet loss per host.
40 \\ ! ! Fig. 25 presents the supportable amount of VC's of different
35 5 — 5 | QoS traffic. The current system bandwidth is 16 data slots in
g v ; TTT— each time frame. There are about 33 connections of;QoS
5 30 R ' QoS1 —— traffic simultaneously in the system at a mobility of 20 ft/s
£ ; Qosa (16 connections for QaSand seven connections for QQS
g Bp o hybrid QoS e Mobility will decrease the supportable amount of connections.
g 20 B S o0 SN N | Fig. 26 reports the packet loss for varying mobility. The
£ [ S A . S maximal queueing delay of a packet within a node is limited
S e e .
E 15 P ; - to four frame lengths (328 ms). If a packet stays in a node
g i more than 328 ms, it will be dropped. Packets are served
10 Co R S in first-in/first-out (FIFO) order. Fig. 26 appears to show that
5 ; . ; at a mobility of 20 ft/s, the packet loss is about 5.3% (for
2 4 6 8 10 12 14 16 18 20 Qo0S) orless (0.7% for Qogs 0.1% for QoSg, and 1.2% for
mobility (feet/sec) hybrid QoS). This loss rate is particularly low. The mobility

slightly increases the packet loss rate. Consider the M/M/1
queue = 1/(; — A) whereT is the system timey is the
processing rate, and is the arrival rate. Ifys = 24 and
reach the destinations (those packets may come from differgpt—= 2, then 77 = 7'/2. Thus, the system time of Q@S
VC sessions). The hop delay is computed from the end-to-eigdone half of the system time of QeSThis is the reason
delay divided by the path length. Even if we know how tQuhy QoS has the highest packet loss rate among all traffic
manage the acceptance of the VC’s at call setup time usifi@ws. For the traffic with high QoS, the packet loss rate is low
QoS routing, we can experience network congestion due Bcause its system time is small. Therefore, the system time
the dynamics of mobility and traffic patterns. Thus, in OUias a lower probability to be over 328 ms. Fig. 26 presents the
simulation, we apply the concept of selective packet droppiR@me result as the queueing analysis. The queueing model can
that is successfully used in ATM. This operation of congestigfso explain why Qoghas the largest throughput (Fig. 23),
control can reduce the end-to-end delay. In addition, hop-bynd Qo$ has more hop delay (Fig. 24).
hOp slot reservation can also limit the queUEing delay within The fo”owing set of experiments is to assess the improve_
a host: We can observe that the delay is stable. For examplgent introduced by the “standby” routing feature, i.e., the
the QoS-VC has a stable hop delay of about 95 ms, which igyailability of an alternate route in case the preferred route
close to the frame length (82 ms). Qo&nd QoS also have fajls. This feature is of critical importance when stations are
stable delays of about 66 and 53 ms, respectively. When th@ypile. In the experiments, the total simulation time i& args.
QoS is stringent (i.e., more slots are allocated per frame)agew call is generated every two cyclés«g2 ms). If no data
packet has a higher probability to be transmitted sooner. §8cket is sent over the reserved slots for ten cydess2 ms),
the delay is lower. Mobility only makes the delay increasge reserved slots will be released. There are four experiments
slightly. to be done. In the first one, we evaluate the successful prob-
ability of constructing a VC through each route by exploiting
1There are two factors to limit the delay within a host. First, for a host, thde path bandwidth information and slot allocation algorithm

input rate is always less than the processing rate. For example, the mean @Hﬁ'ﬂer the condition of mobiIity. Each node is considered to
rate of QoS is 1 packet/100 ms, and the mean processing rate is 1 packet/82

ms. Second, we set an upper bound of the queueing delay for each pa&&g the algorit.hm in Fig' 20 to set up a new call. Fig' 27 shows
within a host. that at a mobility of 20 ft/s, for example, 98% of calls that use

Fig. 25. The total number of connections.
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mobillty (feet/sec) some intermediate node that has a QoS route to the destination.

Fig. 28. Route selection at the source for a given VC. In the worst case, a new VC will be reconstructed from the
source node. All reserved slots by the old VC will be released
hop-by-hop. Fig. 29 shows the probability of finding a feasible

next (primary route) at the source node can set up the QoS-\ffernate route at the breakpoint according to the current
successfully, and 2% will fail because of outdated bandwidgandwidth information before the new call setup begins. At
information. Because of mobility (i.e., topological change), thg mobility of 20 ft/s for example, there is a probability of
path bandwidth information is changed dynamically. If a nod@3 for next2 (0.21 for next3), which has enough bandwidth
does not receive the newest bandwidth information, then tiethe destination at the breakpoint. According to our standby
QoS-VC setup may fail at some intermediate node because@fiting protocol, whether there exists a feasible alternate route
lack of bandwidth. Fig. 27 presents the effect of the “possiblelepends on the set of neighbors. However, the node speed
outdated bandwidth information on the primary routext) (i.e., quick topological change) is not necessary to result
and the standby routesdxt2 andnext3). We can observe thatin a greater chance of having “good” neighbors who have
no matter which route is selected at the source, we still hagger bandwidth. Therefore, the mobility does not affect the
high probability (for example, 98% fatext, 90% fornext2, probability. Fig. 30 shows the probability of a successful call
and 77% fornext3 at a mobility of 20 ft/s) to construct a setup given a supposedly feasible route (i.e., eithat2 or

QoS-VC successfully. That is, the effect of mobility on theext3) at the breakpoint to the destination. Thext2 path

route selection that establishes a VC is not too strong. can have a probability of more than 0.9 to set up a new VC

For a given VC of a call, it may be constructed by a different low mobility. In high mobility, the probability is still more

route at the source. According to our algorithm for constructingan 0.8. Observe that in high mobility, there is a lesser chance
a QoS path (Fig. 20), in Fig. 28 near 30-50% of VC’s aref a successful call setup. This is because when the system is
setup through the primary route (i.ew¢xt) under different saturated, the node speed (i.e., quick topological change) does
mobility. Similarly, 40-60% of VC’s are througlhext2. From not cause an intermediate node between the breakpoint to the
this result, we can find the standby route is particularly useflestination to see another “good” neighbor who has enough
The primary route is the shortest path calculated by ti@ndwidth. Combine the results in Figs. 29 and 30. We can
DSDV algorithm. However, if all source—destination pairs onlfind there is little probability (about 0.2) of having another QoS
consider the shortest path, there will be some hot spots thatite at the breakpoint. However, the backtracking increases
lack enough bandwidth. Once a call request is passing throuplk probability. That is, if we consider the set of nodes from
those nodes, it will be rejected. Thus, this is the reason wtiye source to the breakpoint along the path, the probability
there are only 30-50% of VC's that can pass through tl¢ having a QoS route at any one of these nodes will be
primary route. However, because of the existence of standiyich higher than the case of just considering the breakpoint.
routes, the VC traffic load can be evenly distributed among thNée must note that there is no extra communication cost to
network to avoid through these hot spots. Note that therersintain the standby routes.

only about 10% of VC’s usingext3. This means that ifiext In the last experiment, we intend to assess how useful the

and next2 do not have enough bandwidth, there is a smdblandwidth information is that is obtained from the bandwidth

probability for next3 to have enough bandwidth. Actually atcalculation algorithm presented in Fig. 12. We can exploit this

this time, the system is saturated. QoS indication to determine if a new call can be accepted
When a link of a VC is broken, the new VC can ber not. This information lets us foresee whether a QoS-VC

constructed from the “breakpoint” (like nodein Fig. 18) if can be established along a given route before the call setup
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IV. CONCLUSIONS

In this paper, we propose a novel QoS routing proto-
col that contains bandwidth calculation and slot reservation
for multihop mobile networks. It can be applied to two
important scenarios: multimedia ad hoc wireless networks
and multihop extension wireless ATM networks. Specially,
the bandwidth information can be used to assist in per-
forming the handoff of a mobile host between two ATM
base stations. Furthermore, it enables more effective call
admission control. In the case of ATM interconnection, ATM-
VC service can be extended to the wireless networks with
possible renegotiation of QoS parameters at the gateways (base
stations). In the performance experiments, traffic flows with
different QoS types are considered. Simulation results suggest
distinct performance advantages of our protocol calculating

bili with bandwidth { bandwidth info without bandwidth
mobItY | jnformation under-estimate information

2 feet / sec 1.9 0.2 650.3

4 feet / sec 2.1 0.3 667.5 the
8 feet / sec 2.1 0.3 661.6 the
12 feet / sec 2.6 0.3 656.7

20 foct / sec 2.8 0.5 686.1 the
Fig. 31. The average number of blocked calls in “DSP\teservation

algorithm.”

bandwidth information. Furthermore, “standby” routing

enhances the performance in the mobile environment. Finally,

comparison of the call blocking rate of both systems,

“DSDV+ reservation algorithm” with and without bandwidth
calculation, illustrates the importance of bandwidth routing to

system with a QoS requirement.
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algorithm (Fig. 16), then a new call may be blocked in some

intermediate node that is saturated. No source can construct a

VC via the saturated node until one of the VC’s over the node
ends its transmission, and the bandwidth becomes availabld?!

Mobile nodes exchange bandwidth information periodicallyz;
The data is propagated hop-by-hop and cannot reach all
nodes immediately. In the following experiment, we compare,
the call blocking rate of two systems that are running the
same routing algorithm (i.e., DSDV) and the reservation
algorithm in Fig. 16. But only one of both has the bandwidth®
information in the routing table. In addition, we also consider
the case in which bandwidth information shows that there i$!
no bandwidth, but the new call still can be set up. That is,
the bandwidth is “underestimated” (the current bandwidth ig6]
less than the real bandwidth). The simulation results in Fig. 3?7]
report that the system with bandwidth information obviously
has much better performance. These call blocking rates are
for input traffic during 16 ms of the simulated time. In (8]
this experiment, we run 100 simulations (each of length 10
ms) with different initial topologies to compute the averages!(®]
The call generating rate is one call every two frames (i.g4q
2 %82 = 164 ms). Thus, there arfl/164) + 10° = 6098 calls
generated during £0ns. Observe that about 11% calls will b
blocked if there is no bandwidth information. However, onl
from two to three calls of the 6098 calls will be blocked if thd12]
source node has the bandwidth information. This information
lets the source node determine if a new call should be blockegh)
In addition, this information is seldom “underestimated” by our
algorithm. That is, the “reliability” of the information is high. 14]
Thus, this knowledge enables more efficient call admissigrs]
control.

11]
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