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Admission Control in Time-Slotted Multihop Mobile
Networks

Chunhung Richard Lin

Abstract—The emergence of nomadic applications have ized administration. Mobile hosts communicate with each other
recently generated a lot of interest in next-generation wireless ysing multihop wireless links. Each mobile host in the network
network infrastructures [e.g., the 3G enhanced general packet 5154 acts as a router, forwarding data packets for other nodes.

radio services (EGPRS), UMTS/IMT-2000, etc.] which provide s . .
differentiated service classes. So it is important to study how This kind of network can be implemented over the wireless local

the quality of service (QoS), such as packet loss and bandwidth, &rea network or the cellular networks (e.g., general packet radio
should be guaranteed. To accomplish this, we develop an admis-services (GPRS), UMTS, or IMT-2000). A central challenge
sion control scheme which can guarantee bandwidth for real-time in the design of this mobile network is the development of dy-
applications in multihop mobile networks. In our scheme, a host 5 mic routing protocols that can efficiently find routes between

need not discover and maintain any information of the network ¢ icati des. Th ti tocol tbe able t
resources status on the routes to another host until a connection WO cOmmunicating nodes. The routing protocol must be able to

request is generated for the communication between the two hosts, keep up with the high degree of node mobility that often changes
unless the former host is offering its services as an intermediate the network topology drastically and unpredictably.

forwarding station to maintain connectivity between two other A wireless network is often internetworking with a wired net-
hosts. This bandwidth guarantee feature is important for a mobile work, e.g., ATM or Internet, so that the ATM or Internet multi-
network (e.g., wireless LAN, EGPRS, etc.) to interconnect wired g . ’ .

networks with QoS support (e.g., ATM, Internet, etc.). Our con- media Conne<_:t|on can be_ extended to the mobile users. Therg are
nection admission control scheme can also work in a stand-alone Several contributions which have already appeared in the wire-
mobile ad hoc network for real-time applications. This control less extensions of the wired ATM networks [1], [14], [20]. Most
scheme contains end-to-end bandwidth calculation and bandwidth of them focus on the cellular architecture for wireless PCN (per-
allocation. Under such a scheme, the source (or the ATM gateway, sonal communication networks) supported by ATM backbone
or enhanced serving GPRS supporting node) is informed of the . . . . .

bandwidth and QoS available to any destination in the mobile |r!fra§tructures. Inthis arch|tecture,_all mob|le hostsmaco_mmu-
network. This knowledge enables the establishment of QoS hication cell can reach a base station (i.e., ATM switch) in one
connections within the mobile network and the efficient support hop. A time division multiple access (TDMA) scheme is gen-
of real time applications. In the case of ATM interconnection, the erally used in the wireless extension for bandwidth reservation
bandwidth information can be used to carry out an intelligent ¢ the mobile host-to-base station connections. The problem of

handoff between ATM gateways and/or to extend the ATM virtual . ¢ fi fth Itih irel twork to th ired
circuit service to the mobile network with possible renegotiation Interconnecting of the muitinop wireless network to the wire

of QoS parameters at the gateway (e.g., enhanced gateway GPRackbone requires a quality of service (QoS) guarantee not only
supporting node). We examine via simulation the system perfor- over a single hop, but also over an entire wireless multihop path.
mance in various QoS traffic flows and mobility environments. The QoS parameters need to be propagated within the network,
Simulation results suggest distinct performance advantages of our ;, order to extend the ATM VC (virtual circuit) into the wireless

protocol calculating the bandwidth information. Furthermore, . -
an “on-demand” feature enhances the performance in the mobile network and to carry out an intelligent handoff between ATM

environment because the source can keep more connectivity with gateways or wireless network gateways by selecting the gateway
enough bandwidth to a receiver in the path-finding duration. offering the best hop distance/QoS tradeoff. The QoS-driven se-
Simulation experiments show this improvement. lection of the next gateway for handoff can be effectively com-
Index Terms—Admission ControL bandwidth routing, call bined W|th the soft handoff SO|uti0nS (e.g., preestablishment of
blocking rate, multihop mobile networks, quality of service, slot a VC to the next ATM gateway) already proposed for single hop
assignment. wireless ATM networks [1], [16]. The key to the support of QoS
reporting is QoS routing, which provides path bandwidth infor-
I. INTRODUCTION mation at each source. Prior research efforts in multihop mobile
networks have not fully addressed this problem.
MULTIHOP mobile wireless network can be a collec- For g network to deliver QoS guarantees, it must reserve and
tion of wireless mobile hosts forming a temporary néfontrol resources. The main objective of the routing algorithms
work without the aid of any established infrastructure or Cemraéresented here is to set up connections in a network. The setup
process includes a reservation of network resources for the con-
. . . _ nection. If these resources are not available, the setup fails, orin
Manuscript received Dec_el_”nber 1, 2000; r_ewsed_June 1, 2001. This work Waffﬁer words. the connection is blocked. Our aim is to minimize
supported in part by the Ministry of Education, Taiwan, under Contract 89-1¢ ,
FA07-1-4 “Learning Technology.” the blocking probability for a connection. A major challenge
The author is with the Department of Computer Science and Engineerig, myltihop multimedia networks is the ability to account for
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lin@cse.nsysu.edu.tw). resources so that bandwidth reservation (in a deterministic or
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hop wireless networks (e.g., cellular networks) such account- Lo~ slot

ability is made easily by the fact that all stations learn of each TSRS
other’s requirements, either directly, or through a control station
(e.g. the base station in cellular systems). However, this solu-
tion cannot be extended to the multihop environment. To sup-  Control phase Data phase
port QoS for real-time applications we need to know not only
the minimal hop-distance path to the destination, but also th&
available bandwidth on it. A VC can be accepted if not only it
has enough available bandwidth, but also it can not disrupt the

. ,"}<\\\
existing QoS VCs. N
Here we consider “bandwidth” as the QoS parameter (thus @ @ @

omitting signal to interference ratio (SIR) packet loss rate,

etc.). This is because a bandwidth guarantee is one of the nfdgt2. No collision at nodé? within the CDMA system.

critical requirements for real time applications. “Bandwidth”

in time-slotted network systems can be measured in termsj®fhop distance. Therefore, this protocol may miss some fea-
the amount of “free” slots. Before a connection is set up, sible bandwidth routes and the blocking probability is high. In
route must be selected. The routing decision can influenggr protocol, we would like to route and reserve resources for a
the blocking probability. For example, there are two routingonnection in a way that: 1) minimizes the blocking probability
algorithms which differ in the length of the selected routes. Qsy attempting several routes in parallel; 2) always considers the
grounds of the consumption of network resources, usually th&asible route with the minimal cost (the shortest route); 3) se-
algorithms which wastes resources have the lower probabiliets a route with a cost that is close to the min-cost feasible
of successfully finding sufficient resources for more connegoute; and 4) limits the flow of information and the use of com-
tions. Thus, the quality of the routing decision also affecfsuting resources in that process.

the blocking probability in the network. The goal of our QoS As was the network environment discussed in [9], the trans-
routing is to find the shortest path among all paths on whighission time scale is organized in frames, each containing a
the available bandwidth is above the minimal requirement. Tixed number of time slots. The entire network is synchronized
compute the “bandwidth” constrained shortest path, we ngh a frame and slot basis. Namely, time is divided into slots,
only have to know the available bandwidth on each link alonghich are grouped into frames. The frame/slot synchronization
the path, but also have to determine the scheduling of free slgtgschanism is not described here but can be implemented in
Though some algorithms were proposed to solve this Q@§e mobilead hocnetworks with techniques similar to those
routing problem, unfortunately they may only work in somemployed in the wired networks, e.g., “follow the slowest
special environments [2], [8], [13]. clock” [12], properly modified to operate in a wireless mobile

We propose a call admission control which is based on on-dgwironment. If the infrastructure is the cellular architecture
mand routing protocol for QoS support in multihop mobile netike enhanced general packet radio services (EGPRS) or
works. Without maintaining any routing information and extMT-2000, etc., the synchronization is achieved by the radio
changing any routing table periodically, a route (VC) with QoRetwork controller. Propagation delays will cause imprecision
requirements is created on-demand. We consider different QaSlot synchronization. However, slot guard times (fractions of
traffic flows in the network to evaluate the performance of ounicrosecond) will amply absorb propagation delay effects (in
scheme. The remainder of this paper is organized as followse order of microseconds). Each time a frame is divided into
Section Il describes the QoS and the end-to-end bandwidth a@jo phases: a control phase and data phase. The size of each
culation. In Section Ill, we present the main design principlglot in the control phase is much smaller than the one in the
of the on-demand QoS routing. Section IV presents the simgata phase. The TDMA time frame structure is shown in Fig. 1.
lation experiments and results obtained, and finally Sectionhe control phase is used to perform all the control functions,
concludes the paper. such as slot and frame synchronization, power measurement,
code assignment, VC setup, slots request, etc. The amount of
data slots per frame assigned to a VC is determined according
to the bandwidth requirement.

Lin and Liu [9] proposed a new bandwidth routing scheme We assume a TDMA within our network; a code division
which contains bandwidth calculation and reservation for maoaultiple access (CDMA) is overlaid on top of the TDMA in-
bile ad hocnetworks. In this protocol, the bandwidth informafrastructure. Namely, multiple sessions can share a common
tionis embedded in the routing table. By exchanging the routifddMA slot via CDMA. In this case, the near—far problem and
table, the end-to-end bandwidth of the shortest hop-distarredated power control algorithm become critical to the efficiency
path for a given source-destination pair can be calculated.offthe channel access [3]. An ideal code assignment scheme [9]
there is not enough bandwidth over the shortest path, the dalassumed running in the lower layer of our system, and all
request will be blocked. However, not enough bandwidth ovepreading codes are completely orthogonal to each other. Thus
the shortest path does not mean that there does not exist iieyhidden terminal problem can be avoided. Consider the ex-
bandwidth route in the network. That is, there may be a routenple illustrated in Fig. 2~ can use the same slots.dto send
which meets the bandwidth requirement but is not the shortgstckets taD encoded by a different code without any collision

1. TDMA time frame structure.

Il. QoS DeFINITION AND BANDWIDTH CALCULATION
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throughA, B, C,andD. If A andC (different sessions) intend T - -

to send_packets t® in the same slot, then onl_y one pac_ket can Node # State of slots Path Bandwidth

be received and another will be lost depending on which code information

B locks on.
; in i +Hg. 4. An example for bandwidth calculation and reservation. The number of
As depicted in Fig. 1, the control phase uses pure TDMA wi ata slots is 10.” means a reserved slot by the other connections. Bandwidth

full power transmission in a common spreading code. That |gquirement is two data slots per frame.
each node takes turns to broadcast its information to all of its
neighbors in a predefined slot, such that the network control ) )
functions can be performed distributedly. We assume the infdfiat we can only exploit slot 1 and slot 3 for packet transmis-
mation can be heard by all of its adjacent nodes. In a noisy 2N from¢’ to B. Thus, if a VC session needs more than two
vironment in which the information may not always be hearglOtS in @ time frame, then it will be rejected to pass through
perfectly at the adjacent nodes, an acknowledgment schem&is B)- We can observe thaiuk BW (P, Q) = freeslot(P)
performed in which each node has to acknowledge the last fdree-slot(@). freeslot(.X) is defined to be the slots, which
formation in its control slot. By exploiting this approach, ther@€ Not used by any adjacent host.%fto receive or to send
may be one frame delay for the data transmission after issulfgcets, from the point of view at nodé. Next, we can further
the data slot reservation. employ link bandwidth to compute the end-to-end bandwidth.
Ideally, at the end of the control phase, each node has |earﬂ'é'66 information can provide us an indication of whether there

the channel reservation status of the data phase. This inforr§£nough bandwidth on a given route between a source-destina-

tion will help one to schedule free slots, verify failure of relion pair. We will use the example illustrated in Fig. 4 to describe

served slots, and drop expired real time packets. how to calculate the path bandwidth. _
The data phase must support both virtual circuit and datagrani? Fi9- 4, the source node (node 0) delivers packets to
traffic. Since real time traffic (which is carried on a VC) needd’® destination node (node 9) through nodes 1 to 8. We as-

guaranteed bandwidth during its active period, the bandwidtHMe there are ten data slots in the data phase. The notation

must be preallocated to the VC in the data phase before actual Means the slot has been reserved and is not available.
(0), for example, is{0, 2, 4, 6, 7, 8, and

data transmission. That is, some slots in the data subframe Hpg free-slot ) .
Because only adjacent nodes can hear the reservation inftt-BW (1, 0) = {0, 7, 8}. path-BW (2, 0) can be calcu-
mation, and the network is a multihop, the free slots recordeddfed fromlink-BW(2, 1) = {1, 7, 8} andpath-BW(1, 0)
every node may be different. We define the set of the Commaﬁcordmg to the bandwidth calculation algorithm illustrated in
free slots between two adjacent nodes to bdittkebandwidth  Fi9- 5+ and is equal to{1, 8}. Recursivelypath-BW (3, 0)
Consider the example shown in Fig. 3 in whichintends to Can be obtained frotink_BW (3, 2) andpath-BW(2, 0), and
compute the bandwidth td. We assume the next hopis By IS €dual to{2, 7}. Finally, path-BW/(9, 0) is achieved from
using our end-to-end bandwidth calculation schemeg ifan nk-BW (9, 8) and path-BW (8, 0) and is equal tof2, 5}.
compute the available bandwidth t thenC can use this in- "€ main principle of computing thepath-BW(P, Q)

formation and the “link bandwidth” td to compute the band- 1S 10 _consider the slots not inpath- BW (P, E) N
width to A. link BW(R, ) first, and then the common ones of

We define thepath bandwidtH{also calledend-to-end band- Poth set. For examplepath BW (0, 7) = {2, 6} and
width) between two nodes, which are not necessarily adjacefigtk-BW(7,8) = 1{2,3,6,7,8,9}. Thus, node 8 must
to be the set of available slots between them. If two nodes &&P0Se slots froni3, 7, 8, § first to forward data from node 7

adjacent, the path bandwidth is the link bandwidth. Consider tfthe next hop, and node 7 can only choose slots ff@nt}
example in Fig. 3 and assume thais one hop distance from © transmit data to node 8. But the total number of slots chosen

B.AfC has free 5'9t3 {1, 3, 4}, an®s ha_s free SlOtS_{l' 2,3L 1our previous work in [9] discussed this algorithm in more detail for how to
then thdink bandwidthbetweenC and B is {1, 3}. This means obtainpath_BW (i, 0) from link_BW (i, i — 1) andpath_BW (i — 1, 0).
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Path Bandwidth Calculation Algorithm:

when receive routing table from neighbor:
(bandwidth information is embedded in the routing table)

for all host i do
if (i==sender)

!
link_ BW = free_slots & free_slots of sender;
route[sender].bandwidth = link._ BW;

¥

f
else if (route[i].next == sender)

common_BW = link_BW & route[i]. bandwidth of sender;

common_BW_size = size(common_BW),

difference_BW1 = size(link BW " common_BW); /* the symbol " means XOR */
difference BW2 = size(route[i].bandwidth of sender ~ common_BW),

if (difference_BW1 <= difference_BW2)

route[i].bandwidth_size = difference_BW1;
remain_BW_size = difference_BW2-difference_ BW1;

}
else /* difference. BW1 > difference BW2 */

route[i].bandwidth_size = difference_ BW2;

remain_BW_size = difference_ BW 1-difference_ BW2;

Iy
§

if (remain_BW_size > 0 && common_BW_size > 0)

{
if (common_BW_size <= remain_BW_size)
route[i].bandwidth_size = route[i].bandwidth_size + common_BW_size;
else /* comm_BW_size> remain_BW_size */

rout[i].bandwidth_size = route[i].bandwidth_size + remain_BW_size;
common_BW_size = floor((common_BW_size - remain_BW_size)/2);

if (common_BW_size > 0)
route[i].bandwidth_size=route[i].bandwidth_size + common_BW_size,
1
\ §
]
1]
s
]
s

Fig. 5. Path bandwidth calculation algorithm.

by each node has to be equal. In this case, node 8 chg8sessession. On completing the reservation, node 0 begins transmit-
7} and node 7 choosef?, 6} (actually, node 8 can chooseting datagrams. For details of the reservation see the algorithm
any pair from{3, 7, 8, 9, not necessary{3, 7}). That is, we presented in [9].
path_BW (0, 8) = {3, 7}. Finally,path_BW (0, 9) = {2, 5}. In general, to compute the available bandwidth for a path in a
This means that node 9 can only reserve either data slot 2 dirbe-slotted network, one not only needs to know the available
or both for any new call from source node 0, even though notandwidth on the links along the path, but also needs to deter-
9 is recording the slof2, 4, 5, 6, § to be free currently. Thus, mine the scheduling of the free slots. To resolve slot scheduling
if the bandwidth requirement of a new call from node 0 to nodst the same time as available bandwidth is searched on the en-
9 through the above path is more than two data slots per fratire path is equivalent to solve the satisfiability problem (SAT)
(say QoS> 2), then our admission control will reject this call. which is known to be NP-complete [10]. We use a heuristic ap-
After calculating the end-to-end bandwidth, we need to r@roach to assign slots as discussed in [9]. In this bandwidth cal-
serve the data slots from the destination (node 9) hop-by-hogation algorithm, we only compute the size of the path band-
backward to the source (node 0)(bS = 2, node 9 reserves width. Observe that the information of the end-to-end band-
slot 2 and 5; node 8 reserves slot 3 and 7; node 7 reserves shati@h is useful for admission control when a new VC session
and 6, et& This reservation is not released until the end of theomes in the system. The admission control can immediately
determine whether the VC traffic flow can be accepted at the
2lt is notable that in Fig. 4, nodes 0 and 2 are hidden from each other, faeéginning of connection request according to the bandwidth re-
they can respectively transmit data packets to node 1 and node 3 at data s|§f;frement and available path bandwidth. Actually, this QoS in-
simultaneously without collision at node 1. This is because we assume nodes _,. - L
jcation enables a more efficient call admission control. It re-

0 and 2 use a different spreading code in the CDMA channels as illustrate > < :
Fig. 2. duces the possibility of the failure of the call setup.
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TABLE |
ALL PACKET TYPES AND THEIR FUNCTIONS

In order to minimize the blocking probability, we need to at-

tempt several routes in parallel for a connection. Additionally, ROUTE_REQUEST (RREQ)

Packet Type Function

Send to discover route

we should always consider the feasible route with the minima

ROUTE_REPLY (RREP)

Send to reserve route

or close to minimal cost (the shortest route). But the flow o

f RESERVE_FAIL

Nack for unsuccessful reservation

control information and the use of computing resources in thit

ROUTE_BROKEN

Nack for route broken

L. . . E Cl lus RRE!
process should be limited. In the case of multihop networking CLEAN_RREQ can surplus RREQs
. . NO_ROUTE Nack for finding no route
most routing protocols for packet radio networks can be catD ATA Use To transport datagram

egorized as beingefore-demande.g., DSDV [15]) oron-de-
mandprotocols (e.g., DSR [5], TORA [23] and LMR [24]), or

some combination thereof (e.g., AODV [14]). Before-demang|,persede stale cached routesite_list records the routing in-
protocols compute and maintain routes even if nodes are not fmation;slot_array_list records the status of slot assignment

tively transmitting packets. Generally, each host needs to mady the route. When any host receives an RREQ, it will perform
tain a distance-vector-based routing table. In contrast, on-ggs following operations.

mand protocols compute routes only when necessary. In [9],

the shortest path is the only candidate when searching for al) If the pair(source_addr, sequeng¢efér this RREQ was

feasible bandwidth route. It extends the before-demand routing
protocol to further include the information of bandwidth in the

seen recently, discard this redundant request packet and
do not process it further.

routing table. Because of “before-demand” bandwidth calcula- 2) Otherwise, if the address of this node appeared in the

tion, a host can decide either to accept or to reject a new call
immediately without any delay. However, in order to minimize

the blocking rate, the candidates for the bandwidth route should3)

no longer be the shortest path only. Due to the rapidly changing
availability of resources and the processing delay, it is difficult
and impractical to use the before-demand routing approach to
maintain the pool of candidates for each source-destination pair.
In addition, the aforementioned bandwidth calculation scheme
is obviously more suitable for on-demand routing. On-demand
routing can also save the control messages for maintaining unac-
tive routes. Therefore, we believe on-demand routing is a better
choice, and we develop an on-demand routing protocol which
not only can search for several routes in parallel for a connec-
tion, but also can incorporate our bandwidth calculation scheme.
Because it is on-demand, there will be delay for the virtual cir-
cuit setup.

A. Route Discovery

Like those on-demand routing protocols [ead;hocon-de-
mand distance vector routing (AODV) [14], dynamic source
routing (DSR) [5], [18], temporally ordered routing algorithm
(TORA) [23], and lightweight mobile routing (LMR) [24]], our

route_list in the RREQ, we drop this RREQ (do not re-
broadcast it) and do not process it further.

Otherwise a) calculate the bandwidth from the source
to this node following the algorithm discussed in Sec-
tion Il and record the status of the available data slots to
theslot_array list. We will drop this RREQ if the result
does not satisfy the QoS requirement, and do not process
it further. Note that we do not modify the state of the
data slots at this timeéh) Decrementime-to-live(TTL)

by one. If TTL counts down to zero, we drop this RREQ
and do not process it further. The purpose of the TTL field
is to prevent packets from ending up in infinite loops,
which can occur during routing transients. There may
exist a very long path which satisfies the bandwidth re-
quirement. However, this path will be difficult to be main-
tained within a dynamic environment. In addition, unlim-
ited packet flooding will deteriorate the network perfor-
mance. The use of a TTL can control the flooding traffic.
c) Append the address of this node to thete_ list to
track the route which the packet has traversed, and re-
broadcast this request if this node is not the destination.

Consider the example in Fig. 4oute_list in RREQ re-

protocol conforms to a pure on-demand rule. We neither maiceived by node 9 will be (0, 1, 2, 3, 4, 5, 6, 7, 8, 9) and the
tain any routing table nor exchange routing information periodlot_array list will be [(1, {0, 7, 8), (2, {1, 8}), (3, {2, 7}),
ically. When a source node wants to communicate with anoth@s, {0, 5}), (5, {1, 2}), (6, {0, 5}), (7, {2, 6}), (8, {3, 7}),
node for which it has no routing information, it floods a rout¢9, {2, 5})]. Each component in thelot_array_list contains

request (RREQ) packet to its neighbors. If the topology existsttee host ID and the set of available time slots. As is to be
route from the source to the destination RREQ will find (recordxpected, a destination node will receive more than one RREQ.
it. In our protocol, all packets contain following uniform fields:Every RREQ packet indicates a unique feasible QoS path
from the source to the destination. Thus, the destination node
can keep more than one path. Multiple connectivity between
a source-destination pair can provide a more robust packet
delivery. This is especially important in a multihop mobile
network. In order to reduce the overhead of flooding, the
All packet types which we define are shown in Table I. We usestination node can broadcastCAEAN_RREQ packet to

(source_addr, sequenget® uniquely identify a packet. Here clean RREQ packets that are still roaming around the network
sequence# is monotonically increasing, which can be used tafter receiving enough paths.

(packet_type, source_addr, dest_addr, sequence#,
route_list, slot_array list, data, TTL).
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B. Route Reservation reroute or reetablish the VC over a new path. When a

When the destination node receives one RREQ packet fréfyte is broken, the breakpoints send a special NACK (i.e.,
the source node, it returns a route rep|y (RREP) packet by URQUTE_BROKEN) to the source and the destination. That.
casting back to the source following the route recorded in tie once the next hop becomes unreachable, the breakpoint
route_list. Our protocol uses symmetric links between neighvhich is near the source sends an unsolicited NACK to the
boring nodes. It does not attempt to follow paths between nod#irce, and the other breakpoint does so to the destination.
when one of the nodes cannot hear the other one; however,Bach node along the path relays tiR®OUTE_BROKEN to
may include the use of such links in future enhancements. s active neighbors and so on. Furthermore, they release all
an RREQ travels from the source to the destination, it automsgserved slots for this connection and drop all data packets of
ically sets up the reverse path from the destination back to ttigs connection which are still waiting for sending in the queue.
source. To setup areverse path, a node records the address diffen receiving theROUTE_BROKEN, the source restarts
neighbor from which it received the copy of the RREQ. Frorthe discovery process to reestablish a VC over a new path,
the RREQ packets, we can obtain the state of the data slots. Aad the destination only drops tiROUTE_BROKEN (the
cording to the information recorded within the RREQ), the destinain purpose of the travel of tiROUTE_BROKEN from the
nation can set up a bandwidth route and reserve resources (slgitgakpoint to the destination is to release the reserved slots).
hop-by-hop backward to the source. This procedure is repeated until either the completion of data

Using the source routing algorithm, we copy the fieldgelivery or timeout. If a timeout occurs, the source stops any
(route list, slot_array list) from RREQ to RREP. As the gata delivery for this session.
RREP traverses back to the source, each node along the pa . -
reserves those free slots which were calculated in advance: '€ wireless channels have been shown to be distinct and

When the source receives an RREP, the end-to-end bandw'ﬁ'ﬁ'?1e'\’arying for each user, depending on their location. Thus,

reservation is successful, and the VC is established. Then, 't'ﬁé"?d't_'on to”mob|l|ty to break a I|_nk, noise may also cause
source node can begin transmitting datagrams. It is nota adjacent” hosts not to communicate to each other owing to

that this establishment protocol for a VC connection from tHoe high packet-error rate on the wireless link. When receiving

source to the destination is two-way handshaking WheanCKets with errors, the receiver just drops them and the sender

new call request arrives, the call admission control drives tthes hot retransmit these packets. In accordance with our band-

establishment protocol. This new call will not be accepted unYH'dth reservat_lon sche_me, the d_ata packet arrival rate O.f acon-
the reservation process is successfully completed. nection of an intermediate host is the same as the leaving rate.

The incoming packets are forwarded within the time period of
one TDMA time frame if the next hop is still within the trans-

mission range and the wireless link to the next hop is stable. (A
When the RREP travels back to the source, the reservatigiyple” link means that the signal-to-noise ratio at the receiver

operation may not be successful. This may result from the fagtyreater than a threshold.) If all wireless links of a virtual cir-
that the slots which we want to reserve are occupied a little €g[jit are all stable, each intermediate host can constantly have
lier by another VC or the route breaks. If this is the case, Weia packets to send in each time frame. Let each reserved data
must give up the route. The interrupted node sends a NAGHq pe assigned a timer. When a data packet is transmitted on a
(i.e., RESERVE FAIL) back to the destination, and the destireserved data slot, its timer is refreshed. Packet loss (because of
nation restarts the reservation process again along the next {gac breakage or wireless link keeping a high packet-error rate)
sible path (note that in the route discovery process, each RREQ\ cause the timeout. Once a timeout occurs, the reserved time
which arrives at the destination piggybaqksafeasible bandwidfa is automatically released. A link with a high packet-error
route). All nodes on the route from the interrupted node 0 thge causes the packets to be dropped. Al its downstream links,

destination must free the reserved data slots when receivigq \ill free their reserved slots later because of the timeout.
RESERVE FAIL. If there is no VC that can be setup alongq, gimpjicity, in the simulation we let the value be uniform

all feasible bandwidth routes, the destination broadcasts anot}gﬁra" wireless links. We let the value be ten times the frame

NACK (i.e., NO_ROUTE] to notify the source. Upon receiving|angth in our system. Namely, if a reserved slot keeps idle for
NO_ROUTE, the source can either restart the discovery procegs; frames; then it will be freed. The value of the timeout will

if it still requests a route to the destination or reject the NeWkact the performance of the incomplete ratio and the loss rate

call. In addition toNO_ROUTE arrival, if there is no response o¢ 5 complete connection. Both will be defined and discussed in
back to the source before the timeout occurs, the source can ?Ili%)simulation.

reperform the.route gi|§cr?v§ryhoperation. bedi dina d If a link on the VC is broken owing to mobility before the
Once a VC is established, the source can begin sending ﬁ@é packet reaches the destination to complete a session, the last

C. Unsuccessful Reservation

glrams In thtf da':a ph?jseT.hAt th? endlof the_”sgssmn, aI:jredsgr ket may be suspended within some intermediate node. In this
slots must be released. These free slots will be contended by ation, some resources are occupied by this VC and cannot be
new connections. However, if the last packet is lost, we Wil NQL o 550 for the others. However, the aforementioned timeout

know when the reserved slots should be released. This issue Yheme for each reserved slot is working in this situation. That

be discussed next. is, if a reserved slot is not used to deliver data packets for a
couple of frame time periods and timeout occurs, this slot is
freed automatically. Such free slots will be fully utilized by the
During the active period of a connection, a topologicalther new connections. Fig. 6 summarizes the operation of our
change may destroy a VC. The connection control muatimission control over the on-demand routing algorithm.

D. Connection Breakage
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begin «(’«-M TABLE I
e, VALUES OF PARAMETERS IN THE SIMULATION
Ty L -
L8 I—n_p—,;‘,. X f‘ .-
- Route \') Ii&iule Number of nodes 20
;;’ . dmovery \\ reservation Mean of interarrival time of calls 10 cycles
P Case? | . gz Input queue length 3000
PPN i u {7 :12) | Default TTL 19
| '\_3) 7‘5' b)) N - Number of data slots 16
; Dh(‘ﬁV(‘Y’V Broadcmt Route discovery timeout (number of nodes * 2) cycles
| timeout no ronf,e -
| I Total routes kept for each S-D pair 3
r)‘ " }&ednaw\ ey V’] \.)ﬁ’ ﬁf \) Route reservation timeout Default TTL*(number of
=T route kept*2+1) cycles
! - ’ t;ransmlssmn - - n
} i o~ /‘ - Discovery operations only operate twice for
N '\)S ﬁ i‘. l\].?) I each S-D pair at most
excecd time limit, Connection S
give up Breakage Close session
Fig. 6. Overview of the on-demand routing algorithm. 0.1 ' ' i ' ' ' ' _____ 4
01+
IV. PERFORMANCE EVALUATION . T
F o008 L $§ ; —
To evaluate the performance of our admission controg gg7 | .~ QoS4 — m
scheme, we consider the environment which consists of 2§ 006 | B )
mobile hosts roaming uniformly in 1000 1000 f€ area. Each £ ’
node moves randomly at uniform speed. Radio transmissicg %% . * 1
range is 400 ft. That is, two nodes can hear each other if the 004 3 .
distance is within the transmission range. Data rate is 2 Mb/ y——
In our experiments, the channel quality may affect the packe 002 ‘ , , , , ) . )
transmission. That is, the noise in the channel may cause errc T2 4 & 8 10 12 14 16 18 20
in packets. The channel quality specified by the bit error rate i mobility(feet/sec)

uniform in all of experiments. Because the VC traffic is delay _ .
sensitive rather than error sensitive, packets are not ACK&#: 7- Incomplete ratio of different QoSs.
A coding scheme is assumed running in the system to do the

forward error correction. In the experiments, we will pay morgifferent topologies and run 10000 frame times (i.e., 10600
attention to the effect of mobility upon the system performancg2 ms) for each topology. The interarrival time of two calls is an
In each time frame (Fig. 1), the data slot in the data phase iglponential distribution with the mean value 10 cycles (820 ms).
ms, and the control slot in control phase is 0.1 ms. Channel ovEach session length of Q930S and QoS is 100, 200, and
head (e.g., code acquisition time, preamble, etc.) is factored ig@0 packets, respectively. All traffic is assumed the constant bit
control/data packet length. We assume there are 16 data slotsite. The interarrival time of packets within QoS one cycle
data phase. So the frame length is-2D1 4 16- 5 = 82 ms. (82 ms). Similarly, the interarrival times for Qe&nd QoS are
Since the number of data slots is less than the number of nodesand 21 ms, respectively.
nodes need to compete for these data slots. The source-desting the first experiment, we consider the effect of variable mo-
tion pair of a call is randomly chosen and their distance must bgiity on the incomplete connection ratio. A call may not be
greater than one. Once a call request is accepted on a link (ic@mpleted due to the mobility. If the last packet can arrive at the
a link which the RREP passes through), a transmission windelstination, this session is defined to be complete. Otherwise,
(i.e., data slots) is reserved (on that link) automatically for all is incomplete. Some data packets of a complete session may
the subsequent packets in the connection. The window is ke lost because of the topological change. The VC of a con-
leased when either the session is finished or the NACK packeiction may be reestablished during the active period and the
(RESERVE _FAIL andROUTE_BROKEN) is received. Con- |ast packet finally can get to the destination. This is also con-
ceptually, this scheme is an extension of packet reservation mgitlered as a complete session. In our simulation, we only allow
tiple access (PRMA) [19] to the multihop environment. In addthe source to reperform the route discovery operation once. If
tion, in our simulation, for each source-destination pair, the dee session still cannot be completed, it will be rejected. Fig. 7
tination keeps three different bandwidth routes which are piggjtustrates the result. Observe that high mobility causes a path
backed within the first three RREQs arriving at the destinatioto be broken frequently. When mobility is 20 ft/s for example,
The default value of TTL is 19. This is the worst case since the@S;, QoS, and Qo$, respectively, have 10.5%, 6%, and 3%
are 20 mobile hosts in the system. Table Il lists the values of thessions which cannot be completed. QalBnost keeps a con-
parameters used in the simulation. stant incomplete ratio when mobility is less than 20 ft/s. As is
There are three types of QoS for the offered traffic. QoSto be expected, because the bandwidth route of the lower QoS
Qo0S;, and QoS need one, two, and four data slots in eactraffic can be more easily reestablished, the mobility cannot af-
frame, respectively. For each simulation result, we consider 1fét it as much as the higher QoS traffic.
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Fig. 9. Average throughput (%) of different QoSs excluding incomplet'éig' 11. The maximal number of connections.

connections.

50 T T T

Figs. 8 and 9 show the average throughput of different QoS: a5
In Fig. 8, we consider both complete and incomplete connec
tions, and in Fig. 9, we only consider the complete ones. Thg
throughput changes slowly and gradually with respect to mc€ 35 |
bility. In Fig. 8, the mobility does not affect the throughput of g
all connections crucially. However, in Fig. 9, the throughput is 30
more obviously affected by the mobility. In both figures, the 2
traffic with a lower QoS requirement outperforms the one witt
a higher QoS requirement. As a general observation, high mi 20
bility makes rerouting, thus results in more end-to-end transmi

40

connec

15 - * . L .

sion delay and more packet loss. Because the high QoS trafi 0 2 4 6 8 10 12
needs more bandwidth, itis more difficult to find a feasible route avg. interarrival time, Qos=1 mobility=2

when rerouting. In addition, in the rerouting duration, the higher

QoS traffic will have more packet loss. Fig. 12. The maximal number of connections for Qadffic.

Consider thecompleteconnections. We define thgession

delayof a connection to be the interarrival time of the first datenobility increases. This overhead results from the connection
packet and the last one. Fig. 10 illustrates the session detagstablishment. When the mobility and QoS level are higher,
at the destination side. According to our simulation paramea-connection will spend more time to recover from the path
ters, the session delays at the source side for these three kim#dskage. Fig. 11 shows the maximal number of connections
of QoS traffic are all 100 frame time (cycles). If there is naof different QoSs which can be supported by current system re-
VC reestablishment, the session delay at the destination séteirces. There are about 21 connections of Qo8fic simul-

also should be 100 cycles. From Fig. 10, we can find the aaneously in the system, and 17 for Qaghd 10 for Qo%. For
erage session delay at the destination side more than 100 cydsS, traffic at a mobility of 2 ft/s, Fig. 12 presents the maximal
The higher QoS requirement will have more overhead as thember of connections for varying mean interarrival times of
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diflerence [hops)
calls. There can be up to 45 simultaneously active connections
in the system as the mean value is one cycle. Fig. 16. Difference between the number of hops each packet took to reach its

Fig. 13 reports the packet loss rate of@inpleteconnections  destination and the optimal number of hops required.
of different QoSs for varying mobility. For these complete con-
nections, we can find that the mobility does not affect this result = 0). This means that the bandwidth routes of most of the
too much. The packet loss is about 2.4% or less. This loss rateepted calls (up to 84%) are not shortest. Therefore, the ac-
is particularly low. The mobility slightly increases the packeteptance rate of the solution proposed in [9]is only 16% of ours.
loss rate. The traffic witha lower QoS requirement has a smallEhat is, the blocking probability of the solution in [9] is much
packet loss rate. This is because the lower QoS requirement bayher than ours. Our solution can further find those nonshortest
make it easier to reconstruct a new VC when the original ViBandwidth routes to accept the other 84% calls.
fails. In Sections IlI-A and IlI-B, we describe the whole route dis-

In the last experiment, we would like to illustrate the perforeovery and reservation processes. A destination node may re-
mance of the blocking probability. We compare the hop lengteive more than one RREQ, and each RREQ packet indicates a
of the bandwidth route created by our protocol with the optnique feasible bandwidth route from the source to the destina-
timal shortest path. We let denote the difference between theion. In our experiment, we assume that only the first three routes
shortest path length and the length of the bandwidth route actvill be kept by the destination node for route establishment, and
ally taken by data packets. A difference of 0 means the packké other feasible routes will be dropped. In the duration of the
took a shortest path, and a difference greater than 0 indicateste reservation, the destination will take the first route to re-
the number of extra hops the packet took. Fig. 14 shows the aerve the slots hop-by-hop backward to the source. If the reser-
erage value of. We can find that the average hop distance of owation cannot succeed because either the route no longer exists
bandwidth routes is very close to the optimal one. In Fig. 15, vee the resources have been occupied, the destination will pick up
record the average maximal valuedfObserve that the lower the next route to reperform the reservation operation. If all three
QoS traffic has statistically significant optimality in length offoutes cannot complete the hop-by-hop reservation, the call will
the routes with respect to node mobility rate. Fig. 16 further ibe rejected. From Fig. 17, we find that most of VCs (near 90%)
lustrates the percentage of each valué.affe can find that only can be established in the first reservation operation. For the same
about 16% of the accepted calls took the shortest paths (iragbility, if the QoS level is higher, there are more chances for a
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Fig. 17. The reservation operations to be performed to establish a QoS routgl1]

VC to be built in the second or third run. This is because the low!2]
QoS VCs are established more easily. Furthermore, consider the
effect of mobility (mobility= 2, 8, and 20) upon the same traffic [13]
type. This effect is small. The percentage of the VCs, which can
be built in the first run of reservation, is low when mobility is 14
hlgh [15]

V. CONCLUSION [16]

In summary, we have presented an admission control over
an on-demand routing protocol which is suitable for use with;;
multihop mobile networks. Our protocol is more powerful in
the resource management than the work in [9]. Thus we cai8l
accept more calls in the network according to the simulation
results. During the route discovery process, the RREQ packefso)
are used not only to find paths between the source-destination
pair, but also to calculate bandwidth hop-by-hop. If there is no
enough bandwidth to satisfy the bandwidth requirement at an
intermediate node, the route is dropped. Thus, when an RREQ1]
packet arrives at the destination, the route piggybacked on the
RREQ packet must have satisfied the end-to-end bandwidth res,
quirement. However, the route may not be the shortest in hop
length. In the route reply process, the route reservation is made
hop-by-hop backward from the destination to the source. ours
admission control can be applied to two important scenariogyq)
multimediaad-hocwireless networks and multihop extension
wireless ATM networks. Specially, the bandwidth information
can be used to assist in performing the handoff of a mobile host
between two ATM base stations. In the case of ATM intercon-
nection, ATM virtual circuit service can be extended to the wire-
less networks with possible renegotiation of QoS paramett
at the gateways. In the performance experiments, traffic floy
with different QoS types are considered. Finally, more than 60
bandwidth routes created by our protocol are very close to t
shortest paths (i.e., less than or equal to one hop difference)

e

20]
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