IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 15, NO. 7, SEPTEMBER 1997 1349

Performance Analysis of Multicast Flow Control
Algorithms over Combined Wired/Wireless Networks

Huayan WangStudent Member, IEEERNd Mischa Schwartz,ife Fellow, IEEE

_ Abstract—A multicast flow control framework for data traf-  not many authors have done in-depth studies of the multicast
fic traversing both a wired and wireless network is proposed. flow control problem. The proposed/implemented multicast

Markov-modulated fluid (MMF) models are used for the receivers g4,y control mechanisms in the above systems/protocols can
to capture the dynamics of the wireless links. Our study shows

that the phase differences of the instantaneous throughput ca- P& Summarized into three main categories. 1) Many of them
pabilities of the receivers are a distinctive feature of multicast €xtend the TCP window flow control protocol to multicast
connections. The objectives of the multicast flow control algo- connections in various ways [2]-[4], [7]-[9], [13]. The basic
rithms are to cope with the receiver phase differences (RPD'S) jdea is to coalesce the feedback information from all receivers
cost effectively in addition to the general goals such as maximizing into a single response. For example, a packet is not considered
throughput and minimizing delay. Three ad hoc algorithms have " N

been studied: listen to slowest request (LSQ), source estimation fUlly acknowledged until all receivers have sent an acknowl-
(SE), and open-loop control. A fluid-flow analysis technique is €dgment. There are different proposals on how to estimate the
applied to study the effect of receiver phase differences assum-retransmission timeout period, and how to increase or decrease
inglt;erot propagatt_ion d_e""%- Th(;? effect ;f g_rop?gtation de'|?y in the window size. 2) Some of them adopt rate-based flow
multicast connections is then discussed. Simulation results are : o
presented to verify the analysis for the zero-delay case and to control. The source increases or decreases the traljsmlssmn
compare the performance of the algorithms under nonnegligible 'ate based on the feedback requests from the receivers [5],
delays. It turns out that the zero-delay case reveals the character- [10], [14], [15]. 3) Some of them use the hybrid rate- and
istics of the multicast algorithms and provides good performance window-based flow control approach. That is, they use the
bounds for the cases with nonnegligible propagation delays. window flow control with a maximum rate limit [11], [12] to

Index Terms—Fluid flow analysis, integrated wired/wireless avoid congestion.

networks, multicast flow control. Recently, much effort has been devoted to the topic of
consolidating the feedback signals (ACK’'s or NACK’s) to
l. INTRODUCTION avoid the feedback implosion problem [11], [15]. But few

) ) authors have addressed various ways of controlling the source
LOW control has been an important and active area ghsmission rate. Much of the above-referenced work uses

_research for many years. Most of the schemes developgg,e kind of fisten to the slowest requéddtrategy, by which
or investigated have been for point-to-point communications, mean that the multicast flow control is based on some
(unicast). They have generally focused on one type of trafﬁ&nicast protocol (such as TCP flow control), and the source
a}nd have assumed aWired,.reIativer high-speed communigazs response to the slowest request. For example, the
tion mfrastrugture. Interest in the pasF feyv ygars hgs begUHntrol window is not advanced if at least one receiver has not
to shift to universal personal communication, involving bOtpesponded with a positive ACK. Similarly, in the rate-based

wired and wireless transmission media, to users on the MOUBntrol case, the source rate decreases if at least one receiver

0 m.“'“?“ed'a communication, and, as one prominent set quests a rate reduction. These strategies lead to slowing
applications, to the transmission of the information to muItlpISOWn all receivers to the speed of the slowest receiviitéh
users/receivers (multicast) [1].

. to the slowest receivel(LSRY)] if the receivers have constant
In the past few years, numerous research projects h

.qﬁ?oughput capability. In a dynamic environment where the

been carried out to explore how to provide multicast Service . iver throughput capability varies, this type of strategy

eﬁ|C|enFIy and effectively in various netvyork mfrgstructuresresults in a throughput of a multicast connection that will be
These include prototype systems supplying multicast commu-

. X . . . . r%ughly the lowest profile among all receivers’ instantaneous
hications .W'th data_ and multimedia traffic [2}-[4], reliabl hroughput capability curves. The available bandwidth at the
and unreliable multicast protocols over LAN .[5]_[7]’ Internereceivers in a good throughput state is wasted if there is at
[81-[13], ATM [14], [15]' and gxtensm_ns to |n(_:|ude mob||e| ast one receiver in the same multicast session in a bad
hosts [16]. Much of this work is experimental in nature, anﬁiroughput state. This is undesirable, especially for mobile

_ _ _ _ receivers because wireless bandwidth is expensive. Neverthe-
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In addition to the “listen to the slowest request” approacls far as performance analysis is concerned, window-based
some other ways of combining the feedback requests fragorithms can be analyzed by translating to a rate-based
multiple receivers could be “weighted sum” [18], “voting”problem [21]. We consider a dynamical environment where
[19], or “random listening.” On the other hand, we thinkhe receiver throughput capability is changing randomly. This
that it is worth exploring somenulticast-awareflow control is typical in mixed wired/wireless networks, and we believe
algorithms, that is, to design new algorithms optimized fdhat it is important to include this in the model. The previous
multicasting. To do so, we need to understand the featureswairk on multicasting to mobile hosts is mainly concerned with
multicast connections which affect flow control. We have nabuting messages.
seen any work reported to explore these possible schemes ardonsidering the complexity of the problem, and as a first
to compare the tradeoffs of the different policies. Refereneétempt, we address simple situations with the following
[18] mentions “weighted sum” as one possible approaghstrictions in this paper.
without further evaluation. “Voting” is proposed in [19] for 1) We consider data traffic only since flow control is most

the best effort delivery of video traffic in the Internet; the important for burst data traffic.
impact of voting threshold on the performance and the optimal2) We consider one hop between the source and the des-
design of the algorithm were left as open problems. Chezing tinations only.

al. [20] propose a “destination set grouping (DSG)” scheme to 3) We mainly address the case with two receivers because it
overcome the drawback of the “listen to the slowest request” s the simplest case which captures the basis of multicast
approach. In their scheme, the receivers could be divided connections.
into groups based on their capabilities, and the source carried) The source uses binary on—off control, i.e., the source
out as many simultaneous independent connections as the can only turn on and off without any intermediate trans-
number of groups. Within each group, they use window-  mission rate. This makes the system easier to analyze.
based flow control based on the “listen to the slowest requese insights gained from these simple situations will be helpful
policy. They show that this grouping approach can improyg, studying more general cases.
the performance of window-controlled multipoint connections he paper is organized as follows. In the next section, we
in terms of average power (throughput/delay) of the systefyopose a multicast flow control framework and discuss its
They propose a static grouping heuristic, in which case t@gsential elements. We describe three ad hoc algorithms in
resulting groups are fixed through the connection. This isgction 111, A special case of zero propagation delay, which
feasible solution in the cases where the performance gain Wignifests the effect of the phase differences of the instanta-
grouping can justify the cost of using multiple simultaneougeous throughput capabilities of the receivers, is studied and
multicast connections. They also propose a dynamic groupigfalyzed using a fluid-flow analysis technique in Section IV. In
protocol where the receivers change group as their capabiliti§sction v, the effect of propagation delay is discussed, and the
change. This may incur too much processing overhead, andjisformance of the two feedback control schemes proposed is
applicable situations might be limited. compared using simulation. It turns out that the zero-delay
All of the above-referenced work addressing the multicaghse provides good performance bounds in the reasonable

flow control issue indicates that it is a complicated angperating region for the case with nonnegligible propagation
Challenging prOblem. Itis Wldely aCknOWIedQEd that mUlticaﬂe|ay_ Section VI concludes the paper.

flow control is neither well understood nor well studied. We
are not aware of any systematic approach to analyze a class of
multicast flow control algorithms as in the point-to-point case
where, for example, deterministic delay-differential equations
are used to model and analyze a class of unicast feedback !l MULTICAST FLOW CONTROL FRAMEWORK
control algorithms. We propose a multicast flow control framework for data
Based on the above observation of the current work, we fegdffic traversing both a wired and wireless network. We have
that it is necessary to formulate the problem within a simpfecused on a simple case of two mobile receivers located
framework in order to discover the fundamental and distinctiv different distances from the source located within the
features of multicast flow control. We focus on how to contrdkrror-free) wired network. The service rate or throughput
the source transmission rate in this paper. We do not discassracteristic of the mobile receivers is modeled by a two-
how to handle the feedback implosion problem and multicastate Markovian fluid model representing heavy fading (no
error control which have been handled recently in a numbgroughput) and no fading (normal throughput). The Markov
of papers [11]. model for a fading process is justified in [22]. This model
Our work is distinguished from previous work in severatould also be generalized to capture the dynamics of the
ways. We focus on a fundamental theory for controlling soure®mmunication links such as shared-media links and flow-
rate, with the goals of identifying thpros and consof the controlled links [23]. The source makes binary decisions
“listen to the slowest request” approach and proposing bettehether to start or stop transmission according to the feedback
strategies. We focus on rate-based control algorithms whiittiormation received from the receivers. Different feedback
are easier to analyze using the fluid-flow technique. Alsschemes return different amounts of information about the
[5] indicated that rate-based schemes are more suitable feceiver queue occupancy. Fig. 1 illustrates a simple multicast
multicast systems than the window-based schemes. In additiscgnario, and the corresponding abstract framework is shown
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| source to the dynamically changing available bandwidth of the

= E‘ﬁiﬁﬁmﬁ;ﬂflénm multiple on—off receivers. _

L 2) Propagation delay differencdsecause the multiple re-
ceivers might be located at different distances from the
source.

The effect of these features and phenomena on the design
of multicast flow control algorithms can be summarized as

£ base station | *—=¥ follows.
E ~ = | bulfers data ol § i

—’; tha moblle lermenal ¥ t 1) The effect of receiver phase differences (RPD’s) is that

3 F 7 . i the source could receive conflicting feedback informa-
i g inobile , ; ! tion from the two receivers, one requesting a speed up,
S racengr . _ the other one requesting a slow down, and vice versa.

;’;ﬁ%:* }’E',g';;L*;;I St o o How should the source react to the_ conflicting requests

i 2) The effect of propagation delay is that the feedback

Fig. 1. Simple scenario for multicast. information obtained by the source is actually out of

date.How to handle delayed feedback informatibas
long been a subject under study for the unicast flow
control problem.

The effect of propagation delay differences is that the
feedback message from the receiver near the source
could be newer than the one from the further out

in Fig. 21 The on—off receivers in Fig. 2 represent a composite
of the base station and wireless link of Fig. 1: the base station
buffer is represented by the queue of the corresponding on—oﬂ?')
receiver; the on—off receiver server, moving randomly between
the two on—off states shown, models the fading wireless link. ) . ,
The feedback message is sent to the source by the base station [€C€iver-Should the source give more weight to the newer
on behalf of the mobile receivers with which the source  [eedback
is communicating. Therefore, we assume that the feedbafiong these three questions, the effect of RPD'’s is the heart
messages are error free. of the problem, and it is a new problem arising in multicasting.
An essential part of a multipoint flow control algorithm isHow to handle propagation delay and delay differences usually
that the source has to choose a proper transmission rate ba&iitends on the strategies used to handle conflicting feedback
on the feedback from all the receivers. We call this decisidgduests. For example, if the “listen to the slowest request”
scheme aource policy The challenge is how to combine and@pproach is used to extend a unicast flow control algorithm
use the feedback information from different receivers whid® multicast, then the effect of propagation delay is handled
experience different delays and could conflict with each othdy the underlying unicast algorithm. In this paper, we stress
Understanding the effect of different source policies is tHbe issue of RPD’s and its effect on performance. The design
key to the design of good multipoint flow control algorithmsof multicast flow control algorithms taking propagation delay
We also need to specify thifeedback schemeslopted at the differences into account is left for future work.
receiver side. Obviously, the pattern of the RPD, such as the length of
Our framework incorporates three essential features of tife period during which the two receivers are in different
real system to capture the basis of multicasting. These are theoughput states, directly affects the performance. Buffering
following. can be used to accommodate RPD’s and to improve through-
1) Stochastic receiversnodeling the mixed wired/wireless Put. An interesting question is what is the most cost-effective
environment; way to make use of the buffering in a multicast setting.
2) Multiple receivers modeling the multicast environment;The objectives of the multicast flow control algorithms are,
3) Propagation delaysssociated with each receiver. therefore, to cope with RPD’s cost effectively, in addition to

Consequently, these features introduce two new phenotfl€ general flow control goals such as maximizing throughput
ena of the multicast flow control problem compared to tl”%nd minimizing delay. These 9oals are correlated. Take the
traditional point-to-point flow control problem. listen to the slowest request” approach as an example. It

1) Receiver phase difference®PD’s), that is, the re- handles the RPD (thus conflicting feedback request) in the

ceivers’ instantaneous throughput capabilities could [§aOSt conservative way as the name suggests, i.e. it does

in different phases (either fading or out of fade) quBot put any receiver in danger of overflow. To maximize
throughput, the receiver should only indicate slowing down

INote that we assume that the two mobiles are connected to diﬁeré’t‘{hen its buffer is almost full. However, as a result, it may

base stations. For the case where multiple mobiles in a multicast sesdidgUr large queuing delay.

are connected to the same base station, there are two possible solutions. /e summarize the standard notation used in the paper for
The base station keeps separate queues for each mobile; then the model is _ . . .

the same as the one we show. 2) The base station keeps one queu pégcelver on__Oﬁ model in Fig. 3. )

multicast connection, and multicasts the traffic to the multiple destinations Other notation used followsy;(¢) is the buffer occupancy

within its coverage area. Then the problem is that of a link layer providingf receiver; at time ¢ B, is the buffer size of receivef,
multicast capability over broadcast radio, which has been studied in a number ' '

of papers. In this case, we assume that the multiple mobile destinations in dne!S the_ one-way propagatlon delay_of receiverD; !S the
base station are represented by the slowest one. round-trip propagation delay of receivérand D, is the
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Fig. 2. Framework for multicast flow control.
o could be a better solution than the “listen to the slowest
probability of being on: request” approach. (This is one example of taking advantage
b = al(osB) of pr(_)pagatlon delay differences.) In the out-of-phase case,
the “listen to the slowest request” approach could be a good
1@ =0 B solution in most of the cases unless the transient behavior is
= very important, in which case some special algorithms have
p() = instantancous throughput capability, stochastic process. to be developed to meet the requirement on the transient

1L = channel capacity, constant. E[ 1t (t) ] =6+ = average throughput capability. ~ behavior. But the assumption of constant available bandwidth
at the receivers is not valid in most real systems, especially
when mobile receivers are involved. Therefore, in this paper,
we focus on the RPD phenomenon which makes the stationary
maximum propagation delay among a group of receivers égjution of a multicast flow control algorithm nontrivial and

one multicast session. interesting, with different control algorithms worth exploring.
The receivers participating in a multicast connection are

classified according to the following situations.
* Homogeneous receiver$he receivers have the same

and ¢. If they have the samer and 3, we call them A. Listen to Slowest Request (LSQ)
absolutely homogeneaous ] ) ) .

« Family receivers The receivers have the same but In this algorithm, a single-bit “start—stop” feedback scheme
different ¢. is adopted. That is, each receiver sends a “stop” signal to the

source when its queue length crosses a high threshold, and it
4gends a “start” signal when the queue length drops below a

are allocated one channel with the same bandwidth, we 82 threshold. _The source stoy?‘s se’|:1d|.ng traffic whenever at
east one receiver has sent a “stop” signal. It sends at peak

that they have the samg. If, furthermore, some mobiles ;
ate otherwise.

. [
maintain the same throughput, on the average, then they a -
homogeneous receivers. If they experience the same fadingO maximize throughput, we should try to have all feedback

statistics, we call them absolutely homogeneous receiv r&_;saggsl&gntil sthar;[d as rr]nuclzg gs possr:_blﬁ. Hence, %?th ':he
They are family receivers if their capabilities are differen 'gh and fow fhresnoids shou € as high as possiblie. n

although they are using channels with the same bandwidth(.bur §|mqlat|0n, we choose the high .threshoIdEas— D; for .
Finally we would like to point out that the RPD phenomenoﬁece've” to avoid overflow [24].’ while the '°V.V thre;hol_d IS
exists in all of the above three situations except for two spec%ﬂosen ad; — D; — A whereA s used to avoid oscillation.
cases: if the receivers have the same constant throughgut ) ]

during the connection, then the receivers are cafigthasgor B+ Source Estimation (SE)

if the receivers have different constant throughput capabilities,Each receiver sends back both its queue length and
then the receivers amut of phaseln these special cases, thehe queue growth raté(¢) wheneverg(t) changes sign, i.e.,
stationary solutions a constant, simply the minimum of the rewhenever it goes from an increasing to decreasing rate, or
ceiver throughput capabilities, due to the stability requirementce versa. The source estimates the future queue length of

In the in-phase case, the “listen to the close receiver” approaedch received;(t+ 7, ), taking the propagation delay time into

Fig. 3. Notation for a receiver on—off model.

Ill. ALGORITHMS

» Heterogeneous receivershe receivers have differept
For example, if all of the active mobiles in a cellular ce
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account, using the feedback information. The source maintathge slowest request” approach. We are interested to see how it
a record of received(t), and high and low queue thresholdperforms in multicast connections and how to improve on it. It
values for each receiver. It transmits at peak rate i only is easy to see that the LSQ copes with RPD’s by letting each
if at least one estimated queue length drops below its lawceiver queue store as many packets as possible to minimize
threshold and all of the other queues stay below their highe starvation caused by conflicting feedback requests from
thresholds. Otherwise, it stops transmitting. other receivers. This approach likely results in a large queuing

In our simulation, we choose the high thresholdis- D; delay. The SE algorithm is designed as a multicast-aware
for receiver¢ to avoid overflow, and the low threshold aslgorithm to be compared with the LSQ, given the lossless
D; to “try” to avoid starvation [24]. We adopt a simplerequirement and the constraint that the source can only turn on
gueue length estimation procedure taking advantage of theoff. In SE, the source maintains roughly correct information
binary on—off control and the fact that the source transmissiabout each receiver queue size, and it adjusts its policy to
peak rate is equal to the receiver throughput capability duritry to keep the receiver queue sizes as low as possible under
the on period, i.e.A = u. Under this setting, the receiverthe constraints of minimizing starvation and avoiding buffer
gueue size increases only if the source is on and the receigeerflow. Therefore, the SE algorithm utilizes the receiver
server is off; it decreases only if the source is off and theuffering more efficiently (resulting in less delay) at the
receiver server is on; it stays the same otherwise. Basexpense of larger feedback and processing load. More accurate
on this observation, the source updates the estimated qustaements about these observations are formally presented as
length ¢;(t + 7;) every packet length period, i.e., it increasethe properties of these algorithms in our analysis of the zero-
or decreases it by one or leaves it unchanged, dependieay case in Section IV. Our intention is to show that there are
on whether the source is on or off and on the sign of thaulticast-aware algorithms achieving better delay—throughput
recorded queue growth rate for this receiver. Since we grerformance than the LSQ and deserving further study. The
using the recorded queue growth rate (which comes froBE serves this role.

a delayed feedback message) to approximate the receivefnalysis of the proposed feedback algorithms with propa-
server state, the queue length estimation is not exact. Tdegion delay in a mixed wired/wireless environment, even for
estimation error is corrected by recalculating the estimatdte case of only two mobile receivers undergoing fading, ap-
queue length every time the source receives feedback freears extremely complex since it results in coupled stochastic
the receiver. The pseudocode of this estimation procedurededay-differential equations. (The receiver random on—off link

listed in Appendix C. We use the above estimation procedwspeed characteristic, which is used to model fading, results
because it is straightforward, and our simulation result showsa stochastic forcing function driving the delay-differential

that the estimation error is small enough for the problem atuations one obtains.) Therefore, initially, we have carried
hand. out extensive simulations to study the performance tradeoffs

Note that for the SE and LSQ algorithms, we can avoiof these algorithms [26]. We have focused on the case of
overflow by choosing proper high thresholds because bdibmogeneous receivers. We have studied the performance in
algorithms shut off the source if one queue exceeds the higinms of the throughput—delay characteristics, delay jitter, and
threshold. As a result, these algorithms do not lose datantrol overhead for various system parameters. The effects of
(lossless service). But the algorithms cannot avoid starvatidifferent on—off time scales of the receivers (fading statistics),
(waste of available bandwidth) as in the unicast case becabséfer size, various propagation delays, and delay differences
the source rate is limited by the capabilities of the othaf the receivers have been studied. This experience led us
receivers. This is essentially caused by the RPD phenomentmna better understanding of the algorithms, in particular, the
which is a distinctive feature of multicasting. special Markovian structures of the LSQ and SE algorithms

with zero propagation delay, which can be analyzed using the
techniques developed by Mitra [25].
C. Open-Loop Control Interestingly, the zero-delay analysis confirms most of the

The source collects information from each receiver at cdlimulation conclusions in [26], and provides some useful
setup time as to its average rate of reception, its peak rdferpretation, particularly as to the role played by multicast.
and quality of service requirements, among other parametdfsaddition, the analysis shows that the LSQ and SE algorithms
It then adjusts its own rate of transmission to satisfy tho&est apply to the case of homogeneous receivers, which was
parameters, with no signal fed back. the focus of our simulation. In the next section, we present the

In our simulation, we choose a constant peak ratéor analysis of the LSQ and SE algorithms with zero delay. The
the source which ensures that the blocking probability ®ffect of propagation delay is discussed later.
small (<1%). The delay—throughput performance can be easily
analyzed as a special case of [25], and is independent of
propagation delay.

These three algorithms are chosen for the following rea-In this section, we focus on a special case: multicast without
sons. The open-loop algorithm is chosen to provide a basielay. It is of great importance for several reasons. It provides
benchmark with which to compare all strategies. The LSte performance upper bounds for the cases with nonnegligible
is a direct extension of the simple “start—stop” point-to-poirdelays. It is not a trivial problem as in the unicast case, and
flow control algorithm [24] to multicasting via the “listen toreveals the complexity of the problem caused by multiple

IV. MULTICAST WITH ZERO DELAY
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receivers. It provides helpful insight into a major distinctiomnd no additional information is assumed. This is because
of multicast connections: RPD's. receiver; sends a “sto= 0) only if its queue size tends
Consider the framework in Fig. 2 with zero propagatioto exceed its high thresholdB(), which happens only if
delays. We know that a buffer can be provided at the receivgr(¢) = B, andu,(t) = 0); otherwise, if 1;(¢) = 1 and
side to accommodate the phase difference and to improve #{¢) = 0, the receiver queue will drop below; (which is
throughput. Given that the objectives of the source policy aa¢so the lower threshold) to result in a “start” message to be
to maximize throughput, minimize delay at each receiver sidggnt.
and to guarantee certain fairness, etc., what is the best wajrhe lossless property is obvious. Maximum throughput for
to utilize the receiver buffers? It is a complicated stochasticgiven buffer size for a lossless system can be achieved by
optimization problem, depending on the RPD pattern, fairnessximizing the ON time of the source, which in turn can be
criterion, and other control objectives. achieved by turning the source off only if it is necessary, i.e., if
As in the unicast case, some ad hoc flow control algorithrntisere is one queue tending to overflow. Note this is exactly the
have been selected since they are comparatively simpleL®Q algorithm. It is an obvious way to achieve the maximum
analyze and work well in many situations [24]. Hence, wtiroughput given the lossless constraint, but results in large
focus on the algorithms proposed in Section 1l in the zergueuing delay because it always tries to keep the receiver
delay setting. The performance of the algorithms is analyzedffer full.
using fluid-flow analysis as a special case of [25]. The ana-The LSQ scheme is simple because it only requires the
lytical results are verified by simulation. The tradeoffs of theeceiver to send a single bit of feedback whenever its queue
different algorithms and the effect of receiver phase differentends to overflow or drop below a full buffer, and the source
are investigated. makes a decision by a logical AND operation whenever there
The rest of this section is focused on a multicast sessi@a feedback signal coming in. These are the simplest feedback
with two receivers with the same normalized= 1. We also and decision-making schemes.
assume the source is persistent, i.e., it always has traffic tdProperty 3) is not difficult to see from (1) and (2). Fig. 4
send if allowed. We discuss how to generalize the results itlustrates a typical periodic evolution of the buffer occupancy
heterogeneous and/or larger numbers of receivers later. of the two receiver queues. The shaded areas indicate that
¢i(t) could be anywhere betwedf, B;) when ¢;(t) = B;,
] depending on the outcome of the random receiver models.
A. LSQ with Zero Delay The solid line illustrates a possible sample path.
The LSQ algorithm in the zero-delay case can be summa-An interesting observation from this property is that the
rized in one sentence: the source shuts off whenever one of H&Q algorithm in the zero-delay case forcd&) = p,(t)
receivers’ gqueues tends to overflow. It is a simple algorithmhen ¢;(¢) stays full. Notice that it says exactlylisten to

with the following properties to be shown later. the slowest receivérbecause, while queue 1 stays full and
1) It is a lossless system, and achieves maximum throughlieue 2 is below a full buffer, which means that during this
put for a given buffer size. period receiver 1 has a lower capability than receiver 2, the
2) It is the simplest scheme to achieve property 1). source listens to receiver 1. This confirms our argument in the

3) Buffer occupancy evolves periodically with alternatiodntroduction that the “listen to the slowest request” approach
of one queue staying full and the other queue stayiri§sults in a throughput which takes the lower profiles of

below a full buffer until they exchange position. the receiver instantaneous throughput curves in a dynamical
A formal description of the algorithm is as follows: setting. , , , , o
Another benefit of this result is that, during the period in
M) — pi(t) if0<q(t)<Bii=1,2 which ¢;(¢) = Bj, the growth rate of queue 2 ig;(t) —
G(t) =< [ME) — (D] if ¢;(t)=0,i=1,2 (1) pe2(t) wherep, (t) and uo(t) are independent on—off Markov
() = (B~ if ¢;(t) =B;,i=1,2 processes. Thus, the two queues can be decoupled except at
: _ _ the boundary points, and the stationary distribution of each
0 f t) =By andu(t) =0 . .
A(t) = Ior((q;Q((t)) _ 312 Z?]dﬁsj(t)) _ 0)) (2) Queue can be studied as a special case of [25], where the

buffer distribution of a queuing system with on—off MMF
arrivals and an on—off MMF server is completely specified. By
Here, ¢;(t) is the queue length at time for queuei, ¢;(t) applying the fluid-flow analysis technique and manipulating
is the gqueue growth rate at t|rﬁ;e Ni(t) is the instantaneous the boundary conditions CarefuIIy, we solve the Stationary
throughput of the on—off receiver model (Fig. 3)t) is the buffer distributions for the homogeneous and family receivers.
rate with which the source sends traffic at timeB; is the The results are stated below, and the derivation of the results
buffer size for receiver queug and [z]* := max (z, 0), IS presented in Appendix A.

[£]~ := min(z, 0). Equation (2) follows from the LSQ Case 1: The LSQ algorithm, zero propagation delay, ho-
algorithm described in Section IlI-A by setting both the higinogeneous receivers willy = p2 = 1 and¢; = ¢o == ¢.
and low thresholds tdB; for each receiver. (For the fluid- For i, j € {1, 2}, we have

flow analysis to follow, it is valid to haved = 0.) Note

that,' aIthough theu,;(¢)'s appear in the condition in (2),. Pr(g <) = x4+ bi 7 0<z<B; (3

the information comes from the feedback on the queue size, By +By+ by + by

p=1 otherwise.
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Ae1 a® |‘A=04—’*x=1——|-— x=o——|*x=1——
ni=0 ‘L —<—p1=1—>|-:].11=0>|<— pl=1 ‘ul =0—-—o
Bl e - — L
/ A=0 =1 A= Py =1 e : % aankenn,
ult =0 pil=1 pl=0 HI=1 | SN ' . a
- .
time
A=0 A= A=0 A=
u2=0 n2=1 u2=0 u2=1
T Lis>ten toreceiver 1: A (1) = ui (1) Listen to receiver 2: A ()= p2(t) time
when q1 is full and q2 not full, i.e, receiver 1 has lower capability
Fig. 4. Periodic evolution of the buffer occupancy for LSQ with zero delay.
b; Pr(g < z) =79 ()
Pr(g; =0) = (4) ¢ =
By + By + b1+ by (1 +ag + B+ B2)? o
Bj + bj 1-— (1 - d)z)d)le ‘
Pr(g; = Bi) = (5) T (ata)Bit+B)
Bi+ By + by +bs - (1_¢)¢ ?
1— 2 "Y1 oz(Bi+Bs2)
Pi(1 = ¢;5)
where 0<x<B;,j#i ©)
Pr(gi = 0) =x)(0), Pr(g=B:)=rY(By) (10)
_ ¢  (1-9) L
=-a| 5+l iR O e

_ (B — i) (on + ag + B+ o) 1)
" (o1 + a2)(B1 + B2) '

The throughput of the two receivers is given by

The throughptof the two receivers is the same and is given
by

o (1= )b +bo) o b — ¢ ' 12
N B Byt bt by @) Vi = b L_ U=900% . (5.p,) (12)

Pi(1— ¢,
The average buffer occupancy is given by

The average buffer occupancy is given as shown in (13) at the
bottom of the page.

@® The results will be plotted and discussed later.

1 Bi+2(Bj+bj) )
Flg}t ==B; .
la:} 2 <Bl+32+b1+b2

B. SE with Zero Delay

Case 2: The LSQ algorithm, zero propagation delay, family 'I_'he SE with zero _delay case degenerates to the case for
receivers with, = s = 1 and gy # ¢». Ford, j € {1, 2}, which the source is oiff one queue stays empty and the other
we have

gueue is not full; the source is off otherwise. The SE algorithm

tries to drive the two queues to zero as much as possible (least

backlog) under the lossless constraint.
2L ong-term time average of the number of packets served by the receiver
server.

More precisely, with the same governing equation (1) for
buffer occupancy as in the LSQ case, the control policy is

B: + (Oél + oo + /31 + /32)041/3]
O ' (Oél + /31)(042 + /32)(061/31 — azﬁj)
E{QZ} = azﬁj
— —¢C
;3

C—ZiBj (e—ziBi _ 1)

. (13)
—z;(B1+B3)
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a® |*x_1——|rx 0——|-— A= 1——I.~;h —
ul =

—— 1 =13 —t
Bl [ D AR SRR Rt R '.'.':‘.‘.'2‘.‘:'.'.':'.‘.':'.'-fl'.:'._‘.‘ i rimeia T
A=0
ul=1 A=1 A= A=1 A=
pul=1 ut =0 ul=1 s Hl=0 | A | et T
= time
A=0 r=1 A=0
o u2=0 u2=1 u2=0
EE— A (1) =pul (1) except when qz(t) is full A (1) =u2 (1) except when q ! (t) is full time
Fig. 5. Periodic evolution of the buffer occupancy for SE with zero delay.
different and is specified as follows: The throughput of the two receivers is the same. Moreover,
. it is the same as in the LSQ case given by (7).
p=1 1 (q(t) =0 andg(t) < By) The average buffer occu(p?ancy isggiven )t/)y( :
Alt) = or (g2(t) = 0 andqu(t) < By)  (14)
0 otherwise. 1 B; + 2b;
| B =55 ) 09
With zero delay, the source knows(t) exactly because 2 By + By + b1 +b2

of the timely feedback ofj;(t) and¢;(¢). The corresponding  case 4: The SE algorithm, zero propagation delay, family
low and high thresholds are chosen as 0 &dAs we Will  yeceivers, withy, = s = 1 and é; £ ¢y. Fori, j € {1, 2},
explain later, the problem is found to belaal problemof the e have

LSQ with zero delay. We will show the following properties

of the SE with zero delay. Pr(g < )
1) Itis a lossless system, and achieves maximum through- = W(i)(x)
put for a given buffer size. (1 + ag + B + 2)? (o)
2) It achieves minimum delay for a system with property - (a1 + a2)(/31 +/32) ¢;(1 = ¢ )e !
1). = )
3) The buffer occupancy evolves periodically with alterna- 1- & ((1 py ; e#i(BitB2)
tion of tayi ty and the oth DR
ion of one queue staying empty and the other queue 0<ue<Bijti (19)

nonempty until they exchange position.
The periodic evolution of buffer occupancy is pictured in @ @
Fig. 5. As we can see, the figure is quite symmetric to thd’T (¢ =0) =7(0), Pr(g =Bi)=1-7n"(Bi) (20)
one for the LSQ case (Fig. 4) with the system operating here -
z; 1S given by (11).
the zero boundary in the SE algorithm and thg boundary The throughput of the two receivers is the same as in the
in the LSQ algorithm. Note that in the SE casét) = y,(t) LSQ case given by (12).

when ¢;(t) = 0, except that it is forced to be zero if the
v e average buffer occupancy is given b
other queue becomes full. As in the LSQ case, the statlonary g pancy’is g y

buffer distribution can be solved analytically, and the result&{q; }

are listed below (see Appendix B for the derivation). (1 + a2 + By + Bo)aif3; .
Case 3: The SE algorithm, zero propagation delay, homo- B + (1 + Bu) ez + B2) (e B — caly) (emPi — 1)
geneous receivers, withy = jo = 1 and¢; = ¢» := ¢. For = s J
i, € {1, 2}, we have - O;/ e—#i(B1+B2)
1)
Pr(g < )=t Bith 0<a<Bijti (21)

By +By+by+ by’
! R (15) Property 1) is proved by analysis which shows that the SE

B. +b. algorithm achieves the same throughput as the LSQ algorithm.
Pr(g; =0)= Bt BJ —|—bj 0 (16) Property 2) follows from the nature of the SE algorithm, i.e.,
! Qb‘ Lrn keeping the least backlog in the buffer. The duality refers
B 1B > D (17) to the phenomenon that the LSQ algorithm operates at the
L+ B2+ b1+ 02 full buffer boundary, while the SE algorithm operates at the
where b; is given by (6). empty buffer boundary in a symmetric way. It is evident from

PI‘ (Qi == Bz) ==
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several aspects. The buffer occupancy evolutions are quite 1
symmetric; the stationary buffer occupancy distributions show
thatPr (¢; = B;) andPr (¢g; = 0) in the LSQ case are equal

to Pr(g; = 0) andPr (¢, = B;) in the SE case, respectively. o5}
The derivations of the stationary distributions described in th
Appendix precisely reflect the duality of the two systems.

o
(7]
T

C. Comparison

of the Receivébs

The fluid analysis directly applies to the case of two3
heterogeneous receivers as well, as discussed in the Appendcgsg,'ss'
but there is no closed-form solution. In general, the analysig
of a multicast connection with receivers requires solving the curves are calculated from the analysis:
correlated buffer distributions. Property 3) of the LSQ and SE R I solid line for absolutely homogeneous receivers
algorithms in the zero-delay case reduces the dimension of tlge dotted line for receiver {: phi_t =0.6

ed T

!

problem ton — 1, and thus the two-receiver case reduces to & & dashed iine for receiver 2: phi_2=07 |
special case of [25]. A higher dimensional system with 3 Bl beta = 1/500 for both receivers
is very difficult to solve to obtain useful results. / oand " are simulation points

The closed-form solutions listed above can be used to . 1 1 . , ,
study the effect of system parameters on the throughput—delay°'7o 500 1000 1500 2000 2500 3000 3500
performance. The results are verified by simulation. Some of Bufler Size at the Receivers: B1 = B2
the results we have obtained are summarized below. @

In our study, we choose a receiver 1 wjth = 1, #; = 3500 ; : . : . .
1/500, and $1 = 0.6 (cases with other values (ﬂ and ) the curves are calculated from the analysis:
exhibit the same trend). All time units are in packet lengths. solid fine for absolutely homogeneous receivers LsQ
We compare the performance when receiver 1 participatesioor dotted line for receiver 1: phi_1 =06 /_/-’
in a multicast session with different kinds of receivers. Ing dashed line for receiver 2: phi_2 = 0.7
Figs. 6 and 7 the curves are computed from analysis withgzsm_ beta = 1/500 for both receivers o SE ]
simulation points superimposed. [In Fig. 7(b), we only drawf 0 and * are simulation points e Lsa
the simulation points corresponding to the absolutely homoge: otorLSQ and * for SE s ./

neous receiver case to keep the picture clear.] We can see t@aboo-
the analytical results fit the simulation results well. The slight‘é
discrepancy is due to the fluid approximation which gives &
larger throughput than the simulation results. O 1500

Fig. 6 compares the performance of the family receiver%’
with that of the absolutely homogeneous receivers. For th§ gl
family receiver case, we picked another receiver 2 with= ;
1, By = 1/500, and ¢ = 0.7 > ¢;. The results show that &
for family receivers with different throughput capabilities, the 500
faster receiver 2 is limited by the slower one and suffers from 4
reduced throughput. More importantly, if we apply these two 0 "ok i

al

algorithms to the family receiver case, the slower receiver 0 500 10g0ﬁ s 15?%1 . 2'000-51 -235200 3000 3500
experiences too large a delay, even for the SE algorithm [see Her Size alfhe Hecavers: B1 =
Fig. 6(b)]. Therefore, we suggest avoiding the use of the LSQ ()

and SE algorithms to multicasting with receivers of differerftig. 6. Performance comparison: homogeneous versus family receivers. (a)
capabilities. We should group the homogeneous receivef&oudnput. (b) Average buffer occupancy.
together, and set up multicast connections based on such
groups whenever possible. Cheuegal. [20] suggested the on—off times. Receiver 1 achieves better throughput if it is
same idea, and provided algorithms to realize such grouping; a session with the other receiver having faster on—off
their other work [27], [28] suggested that such groupingme scales; the throughput reduces otherwise. The throughput
can also improve fairness and throughput of data-link laygsquction is significant only if the differences of the on—off
protocols. _ _ times are huge, and it vanishes as the buffer size increases.
Fig. 7 illustrates the effect of different on—off time scalegherefore, we conclude that the case of absolutely homoge-
for homogeneous receivers. Fig. 7(b) shows that there is po, s receivers is of the greatest interest to study because the
significant difference in the delay performance with dlffererESQ and SE algorithms are best applied to the homogeneous

_ _ , _ receiver case, and small variations of on—off time scales among
3The normalized throughput shown in the figures is calculated as the lo

term time average of the number of packets served by the receiver selblgrm()geneous receivers do not cause too much difference in
(definition of throughput) divided by. the throughput—delay performance.



1358 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 15, NO. 7, SEPTEMBER 1997

1 . ' , T T T which is on the order of the average on tihg3. A ratio of
three represents a significant reduction of the average delay in

0.95} the SE algorithm.

V. EFFECT OF PROPAGATION DELAY

o
o
T

The effect of propagation delay in a multicast connection
can be summarized as follows.

1) The propagation delay differences contribute to the
x 1 receiver phase differences.
./_,- o and * are simulaton poits: 2) J]Zeszﬁ)rzzgagﬁg delay affects the control capability of
; ofor LSQ, * for SE. . policy. .
3) The presence of the propagation delay makes the system

o

o

o
T

o
~
oy
T
N

Normalized Throughput of Receiver 1
o
o

, 1 the curves are calculated from the analysis: . . .
ol A solidlne for absolutely Homogeneous | non-.Mark.owan, and the fluid-flow analysis cannot be
o receivers with avg on fimes = {500, 500}, applied directly.
i/ dotted fine for avg on times = {500, 50}, With the presence of propagation delays, the feedback
065 dashed line for avg on times = {500, 5000}. T signals experience different delays from different receivers.
Prob. of ON = phi = 0.6. Then the source acquires an inaccurate picture of the receivers’
06 ' . I . : ' status through feedback in which the phase differences of the
0 500 1000 1500 2000 2500 3000 3500 . , . i
Buffer Size at Receiver { receivers’ status could be due to either the phase differences of
@ the receiver capability or the delay differences among the re-
ceivers. Therefore, the source faces a tougher challenge of how
2500 r T w r T x to react to the different requests from the receivers. Using fluid

the curves are calculated from the analysis:

solid line for absolutely homogeneous
receivers with avg on times = {500, 500},

dotted line for avg on times = {500, 50},

2000+ dashed line for avg on times = {500, 5000}.

Prob. of ON = phi=0.6.

oand * are simulation points
corresponding to the solid curve,

o for LSQ, * for SE.

models, such a system can be formulated as a set of stochastic
delay-differential equations which, at this point, appear too
difficult to solve to obtain any useful results. Approximations
could be used to restore the Markovian property in order to
apply the fluid-flow analysis. This work is proceeding.

We discuss next how the LSQ and SE algorithms cope with
delay and the effect of delay, on the performance degradation.

15001

A. LSQ and SE with Delay

With the presence of propagation delays, the algorithms
have to adjust the threshold values to avoid overflow and
starvation, as discussed in Section Ill. This results in less
throughput and larger queuing delay in general.

The effect of propagation delay on the LSQ algorithm is
simple. The source shuts off more than necessary because the
high thresholdB; — D; is a worse case consideration to avoid
any possibility of buffer overflow.

1000F

Average Buffer Occupancy of Receiver 1

1 1

0 500 1000 1500 2000 2500 3000 3500 For the SE algorithm, the presence of the propagation delay
Buffer Size at Recaiver 1 makes control more difficult. We need to estimate the future
() queue length in the SE algorithm. There are estimation errors,

Fig. 7. Performance comparison: homogeneous receivers. (a) Throughgirid the accuracy depends on the estimation procedure and how
(b) Average buffer occupancy. much information the source has. The estimation procedure
may require intensive processing, and the estimation error may

Comparing the LSQ with the SE algorithm, they achievisirther reduce the throughput. Thus, the propagation delay

the same throughput in this zero-delay case, but the HES a more severe impact on the SE algorithm than the LSQ

algorithm has a better delay performance. We have drawrfigorithm.

similar conclusion based on our earlier simulation results in

[26] where we observed similar throughput performance & Simulation Results

the two algorithms and better delay performance of the SEHere, we present some simulation results to illustrate the
algorithm in the presence of propagation delay. For the zefgerformance degradation due to the presence of propagation
delay case with homogeneous receivers, we can show frgelay, and we also contrast the performance of different algo-
the analysis that the ratio of the two mean buffer occupancighms. The parameters used are for absolutely homogeneous
is E(q)L5R/E(q)SE = (3B +2b)/(B + 2b), which is roughly receivers with3 = 1/120,« = 1/100,B; = B, varying from
three if buffer sizeB is large compared td = (1 — ¢)/3 2D, to 3000, andA = 10. The propagation delayB;
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Throughput degradation due to propagation delay throughput also reduces more for the SE algorithm than for
! ' ‘ : : ' the LSQ algorithm, as expected.

Fig. 8(b) shows that the average buffer occupancy (and thus
average queuing delay) increases if the propagation delay is
present. The large increment of mean buffer occupancy in the
LSQ strategy is mainly because of the delay difference of
the two receivers which makes the one further out, number
2, a “slower” one. The LSQ algorithm favors the one further
out, which results in larger buffer occupancy at receiver 1, as
shown in the figure. If we draw the mean buffer occupancy
of receiver 2, it is actually below the curve for the zero-delay
case. Note also that the curve fab; = 50 andD, =100} is
actually below the one fofD; = 100 andD, = 500}. This is
because the high threshold is choseas D;, which is lower
for the latter case. On the other hand, for the SE algorithm,
beta = 1/120, alpha = 1/100 the mean buffer occupancy increases as the propagation delay
increases because the lower threshold is chosdéhn; as

Examining Fig. 8(a) and (b) together, we can see a rea-
sonable operating region for the LSQ algorithm i €

j=

(=]

o
T

o
©
T

o and* are simulation points

o for LSQ, * for SE

Normalized Throughput of Receiver 1

D1 =50, D2 = 100 case

085 1 1 1 1 1
0 500 100 or Size o 0 2500 %000 (500,1000). The mean buffer occupancy grows too much
uffer Size at Receiver 1 i . g .
@ beyond this region. The reasonable operating region for SE
is By € (1000,2000) which achieves larger throughput but
Degradation of delay performance due to propagation deiay with smaller average delay at the expense of more processing
3000 T T T T 1 H 1
o and * are smulation ponts, o for LSQ, * for SE and more S|gn.allng load compared to the LSQ algorithm. The
solid line for zero delay case throughput gain is small wheB; > 2000.
dashed fine for D1 = 50, D2 = 100 p As we can see from the figures, the zero-delay case exhibits
2% dotted ine for D = 100, D2 = 500 o] the same trend as the cases with propagation delay present.
E beta = 1/120, alpha = 1/100 L The zero-delay case provides a useful bound for the through-
§2000 put—delay performance in the reasonable operating region.
& 2000k
s
>
g
g C. Summary
3 1500 . . .
§ The analysis of multicast without delay allows us to com-
8 pare how different algorithms handle RPD with the pres-
B 19000 ence of multiple receivers. The results show that, with zero
5 propagation delay, the SE algorithm achieves better delay
5 performance than the LSQ with the same throughput. It is
s00F also easy to see that the performance degenerates with the
presence of propagation delay, as shown in the previous
section. Noticing that the performance of the SE might degrade
o e o o o o more as propagation delays become larger, it is desirable
Buffer Size at Receiver | 0 1o study the performance of the algorithms under different
(b) combinations of propagation delays and receiver on—off time
) ) . scales, to see where the SE has the best improvement over the
Fig. 8. Performance degradation due to propagation delay. (a) Throughpﬁé A .
(b) Average buffer occupancy. Q to justify its cost of larger feedback and processing load.

With a lack of effective analytical tools for now, we have
o o carried out extensive simulation to study the performance
and D, are as indicated in Fig. 8. Note that the $é, = (adeoffs of the three proposed control algorithms under dif-
100, D, = 500} has a much larger delay and a larger delaggrent system parameters, with focus on the effect of different
difference than the sefD; = 50, D, = 100}. Note again recejver on—off time scales (fading statistics), different prop-
that time units are in packet lengths. Fig. 8 describes thgation delays, and delay differences. The detailed results
performance of receiver 1, the one closer to the source. are presented in our earlier paper [26], and are not included
As we can see from Fig. 8(a), the throughput reduces Rére due to space limitations. We summarize the observations
the propagation delay increases. The results are as expecde@ained there in the following discussion.
The source is shut off when one of the buffer occupancies isThe simplicity of the LSQ algorithm makes it a very
bigger than itsB — D, which results in a large throughput dropattractive solution in the cases where bandwidth and pro-
The reduction is not very significant if the buffer is reasonablyessing capacity are at a premium, such as in PCS and
large, and it vanishes as the buffer size tends to infinity. Théreless networks. Our simulation shows that, for homoge-
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neous receivers, the LSQ algorithm works well when thgropagation delay in multicast connections is then discussed.
receivers’ fading durations are relatively small compared tur work shows that the multicast flow control in the simplest
the propagation delay of the receiver closest to the souréerm is already a very difficult problem, but is of great interest.
When the fading duration becomes larger than the propagati©arrently, we are investigating a method to approximate, by
delay, the throughput of the LSQ degenerates. The LSQ canad¥larkovian system, the multicast flow control problem with
maintain a good throughput with a reasonable queuing delanltiple receivers and propagation delay. In this manner, we
if the receiver fading durations are very long. The SE isan study more complicated algorithms with delay incorpo-
better in these situations because it achieves reasonable detagd.

even for a relatively large buffer size. Our simulation results

showed that the performance improvement of the SE over APPENDIX A
LSQ reduces as the propagation delay or delay difference THE DERIVATION OF STATIONARY BUFFER
gets larger. Therefore, the LSQ might be favorable in the DISTRIBUTIONS FORLSQ WITH ZERO DELAY

cases with large propagation delay or delay difference. To . .
summarize, the SE best applies to both delay- and throughputyve assume that the modulating Markov chains for the two

critical applications (for which the performance of the LS%:?CQY?S%M%;S are independent. Then they to?]gtﬂgr can be
is not adequate) in the systems with larger receiver on— scribed by the composite procegs (1), s2(t)} which is a

time scales (slow fading), larger buffer size, but not too |arég/o—d|men5|onal Markov chain on state spasg = {(on,

propagation delays. It is well suited to the case of a hu Q)h: L (on,zvc[)ffg: 2, (zﬁ' on)_ =3 é.Oﬁ’.bOff.) - ?}h'
amount of data transfer from a high-performance server th generatorM. Denote the stationary distribution of this

multiple receivers. process byp := {p(on, on), p(on, off), p(off, on), p(off,
Our simulations also showed that the two feedback schenf88) = {Pi}i=1,2.3,4. Then

outperform the open-loop algorithm in terms of throughput, p= {102, d1(1 — ¢2), (1 — p1)b2, (1 — p1)(1 — 2) ).

assuming that the packet loss rate has to be low. The open-

loop procedure achieves delay performance similar to that ofThe generator matrixi/ is given by

the SE algorithm. The significant drawbacks of the open-loop, =~

control are that it cannot avoid some packet loss and, more™ —

importantly, it cannot adapt to the system changing. But there [~ (51 + 52) P2 p 0

may be some cases involving long propagation delays, multiple Q2 — (@2 + 1) 0 p

mobile receivers with rapid fading characteristics, in which a1 0 —(u + B2) P2

feedback flow control algorithms will not be effective. In these 0 L @2 —(a1 + o)

cases, one might have no choice but to resort to open-loop\oyw, we consider the distributions of the fluid content of
control. the two receiver buffers. As we described in Section IV, the

As we can see, the simulation approach enables us |84 aigorithm in the zero-delay case adds a constraint so
compare the relative impact of propagation delay and receiRht, during the period where (¢) = B;, A(t) = pi(t), and
on—off time scales, but not in a precise manner. That is, €(t) < B, for 4, j = 1, 2 and # j. Equation (1) becomes
observed that the LSQ and SE have their relatively good ! ’ ’
operating environments, but we cannot specify the condition i3 (¢) =

terms of system parameters. Therefore, an analytical approach¢ yi;(¢) — u;(t) fori#4,0<q(t) < B;
for systems with propagation delay is highly desirable and is J [1;(¢) — p;(8)]T if ;(t)=0
currently under investigation. [;(t) — ()]~ if ¢i(t) = B; andg;(t) = B;
0 if qi(t) = B; and0 < (]j(t) < Bj
(22)
VI. CONCLUSIONS AND FUTURE WORK
In summary, the performance analysis and comparis$ffere(z]* := max (z, 0) and[z]~ := min (z, 0).

of multipoint flow control algorithms over combined wire- FOr ;i real and nonnegative, let vector V(z) =
less/wired networks is a brand-new area, and representéﬂéz)(w)}kﬂ,2,3,4 where 7(’(z) = Pr(g; < z,q; =
significant research challenge. There are three major ché&} state isk) is the stationary distribution of the buffer
lenges we face: multiple receivers (multicasting), stochasfécupancy of receivet when the system is in state for
receivers (combined wired/wireless networks), and prop@-< ¢ < B;. It was shown in [25] thatr(*) is the solution
gation delay and delay differences. The buffer behavio®$ the differential equation

of multiple correlated queues governed by stochastic delay; ‘ ‘ .

differential equations need to be studied, but this obviously 7(@)DD =aD(z)M, 0<z<B;,i=12 (23)
presents great difficulty.

In this paper, we address the problem via a divide-an#there the matrix D = diag{p; — i, (1),
conquer approach. We are able to do some performarieel)* u2, 0} is diagonal and is called the drift matrix.
analysis in the case where we assume zero propagation deldyg diagonal elements are all possible instantaneous buffer
and select algorithms with a special property to be able gwowth rates for queue, (i = 1, 2). Denote D,(j) as the
decouple the buffer evolution behavior. The effect of thgk, k)th element of the matrixD(.
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The general solution of (23) is treated thoroughly in [25]The boundary conditions are
Here, we have different boundary conditions because of the

1 2
correlation of the two receiver queues. ldgt d., d_ denote Wé )(0) =0, 7r§ )(0) =0 (32)
the number of zero, positive, and negative elements on the w,ﬁl)(Bl) +7r,£2)(B2) = P, k=2,3. (33)
diagonal of the drift matrixD(?, respectively. Alsod := G . 9 9
dy +d_. Note that they are the same for bdft? and D(?. Matrix A has two eigenvalues;” = 0 andz;’ =

Denoter ¥ (z) = % 7r,(f) = Pr(g <z, ¢; = By), and let (=1)*(c1 P2 — a231)T. We can now solve the problem for
Wi = 7@(B;) = Pr (g < Bi, ¢; = B;), which is also equal WO Separate cases. _ _

to Pr(g < Bi, ¢; = B;) because; = B;, ¢; = B;) can Case 1. Homogengou; recj‘ewe(zr)s W'ﬂ?%)z pe = p =1
only happen at isolated points in time. The two receivers af8d ¢1 = ¢2 = ¢, which impliesz;* = 2,7 = 0.

correlated byW; + W, = 1. Note thati¥; is the proportion of Case 2: Famlly(i)recelvers withyy = p2 = p =1 and
the time that queug stays full. The marginal distribution of the 1 # ¢2. Here,z;" # 0.

buffer occupancy for receivaris just Pr (¢ < z) = 7 (x _ In bot_h cases, we can explicitly s_(_)lve the two-dimen_si_onal
for 0 < z < B;, andPr(g; = 0) = 79(0), Pr(¢; = B;) = differential equan_ons vx_/lth the.specmed boundary conditions.
7U(By) = W;. The results are listed in Section IV-A.
Note that to solve (23), we neeflboundary conditions for
eachi(i = 1, 2). They are given by VIII. A PPENDIX B
THE DERIVATION OF STATIONARY BUFFER
D,(f) >0= 7r,(f)(0) =0 (24) DISTRIBUTIONS FORSE WITH ZERO DELAY

W](gl)(Bl) + w,(CQ)(BQ) =D, E=1,234. (25 The derivation of buffer stationary distributions for SE with
zero delay can be studied as a dual problem to the LSQ case.
Equation (24) is conventional, and it gives conditions The underlying Markov chain is the same. The constraint in
for eachi. Equation (25) captures the correlation of the tw8e SE with the zero-delay case is thatt) = 0 in a period.
receivers; it says that in stake either receiver 1 or receiver 2 This implies thatg;(t) > 0 andA(t) = ui(¢) if ¢;(¢) < B;
stays full. There ar@d_ independent equations in (25). Theor A(t) = 1if ¢;(t) = B, for 4,j = 1, 2 andi # j. The

throughput rate of each receiver is given by corresponding equation (14) becomes
. . pi(t) — pa(t fori#j,0<q(t) <B;
vi=pmbi+ Y, w(ODOK). 26) . [ﬁg()t) - u(i()t)]*' if ¢i(#) = 0 and éj)(t) -0
P <0 GO= () = B it alt) = B
. . 0 if qi(t):OandO<qj(t) SBJ
Note that there is no loss for this system. (34)
The dimension of the differential equation (23)i$or each
. In this paper, we focus on the case where= us = u. We define the complementary probability vector for SE

Equation (23) then reduces to a two-dimensional problem aadn(®)(z) = {n’(2)}5=1 2. 5.4 Wheren\’(z) = Pr(g >

can be solved explicitly. Note that this is the case of multicagt ¢; = 0, state isk), 0 < = < B;. Then®{" also satisfies
sessions with homogeneous receivers and family receiv€eg) with the sameD® and M as in the LSQ case.

which are very common and important in real systems. TheDenote 7(V)(z) = X, 7r,(f) = Pr(¢; > =, ¢; = 0), and
case ofu; # po, i.€., heterogeneous receivers, can always kg W; .= 7(7(0) = Pr(g; > 0, ¢; = 0), which is exactly
solved by the numerical technique described in [25], but W& (¢, = 0) or the proportion of the time that queyestays

cannot write the distributions in closed form. empty. In the SE caseg( = 0, ¢; = 0) can only happen
If 1 = po = p =1, thendy = 2,dy =d_ =1, and at isolated points in time. The two receivers are correlated
(23) reduces to by Wi+ W2 = 1. Note thatﬂ(z)(BZ) = Pr (Qi > Bi, q; =
) ) @ @ @ 0) = Pr(¢; = B, ¢; = 0) becausey; > B; is impossible.
[y () 737 ()] =[my " (2) w37 (x)]AY, 0<z<Bi The marginal distribution of the buffer occupancy for receiver

(27) i is given byPr(g > z) = 7@(x) for 0 < z < B;, and
Pr(g; = 0) = W;, Pr(g; = B;) = n(B;). We also have

where the matrixA® is given by thatPr(g; < ) = 1 — 7 (x) for 0 < = < B;.
The boundary conditions in this case are
() _(_qyip| —201 —a2f ; ;
A =(-1) F{ ofy cufh (28) DY <o=7x(B;)=0 (35)

[ otortfi+ 29) 0 +720)=p,  k=1,2,34. (36)

(a1 + a2)(B1 + P2)

Equation (35) holds because, when the drift is negative, it is
impossible for queue to stay full (; = B; can only happen
at isolated points in time).

i i i For the same reason as stated in the LSQ case, we focus
7r§‘)(a:) :(O‘ﬂ;)(x) +a17ri(’{)($))/(ﬁl +/) B0 on the case withy; = w2 = 4 = 1 and solve the two-
7rff)(a:) :(/317r§>(x)+/327r§1>(x))/(a1 +a2). (31) dimensional problem (27) for both the homogeneous and

and 7rf), 7@@ are specified by linear combinations:
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family receiver cases. Then the boundary conditions can be2) The source recalculates the estimated queue length when
it receives a feedback message from receiver

specified as follows:

w5 (By) =0, w5 (By) =0
)+ 700 =pr, k=23

37)
(38)

The normalized throughput is then givenfy— ¢; —Pr(q;

If the feedback message

(gi(t), 4:(t))

is from receiver 1

0, server; is on and source is off). The second term is equal

to Pr(¢; = 0, ¢; = B;, serveri is on). For receiver 1, it is

nonzero only in state (on, off), while it is nonzero only in state

(off, on) for receiver 2. Therefore

(39)
(40)

v =¢1 — 7T§2)(32)
Y2 =2 — Wg(»,l)(Bl)-

calculate the source on-times
and off-times within the last
T; interval
if (¢ =INC)
4; = ¢;(t)+ on-times ;

else G; = q;(t)— off-times
if (¢ <0) Gi =0;
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We can then solve the equations explicitly to get the resulté!

presented in Section IV.

IX. APPENDIX C
PSEUDOCODE OF THERECEIVER QUEUE SIZE
ESTIMATION PROCEDURE FOR THESE ALGORITHM

C.

(2]

(3]
(4]

(5]
(6]

For each receivet, the source maintains a pair of high and 7,

low threshold valuesH;, L;), and a record of;, which is the
last received queue growth rate from this receiver= INC

or DEC to indicate that the receiver queue is increasinég]
or decreasing, respectively. The source also maintains an

estimation of queue sizé; = (¢ + 7;) for each receiver

(9]

i A(t) = ON or OFF indicates thst the source is ON or OFF,

respectively. The estimation procedure has two parts.

1) The source updates every packet length period accord-11]
ing to the following procedure, and then the source policy is

updated based on the estimated queue length.

For each receiver i
if (¢ =INC and A(¢t) = ON
G =a+1
(¢; = DEC and A(t) = OFF
and ¢ > 0)
4 =qi — 1;
else §i = gi;
/* update source policy
it (g1 = Hi) or (¢2 > H>))
A(t) =OFF
((q2 < L2) or (41 < L1))
A(t) =ON
else A(¢t) =OFF
/* the following is used in part 2
if source policy changed, record the
current time

else if

A(t)

else if

*/
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