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Abstract—This paper presents a novel framework for dynam-
ically organizing mobile nodes in wireless ad hoc networks into
clusters in which the probability of path availability can be
bounded. The purpose of the(�; t)(�; t)(�; t) cluster is to help minimize
the far-reaching effects of topological changes while balancing
the need to support more optimal routing. A mobility model for
ad hoc networks is developed and is used to derive expressions
for the probability of path availability as a function of time. It is
shown how this model provides the basis for dynamically group-
ing nodes into clusters using an efficient distributed clustering
algorithm. Since the criteria for cluster organization depends
directly upon path availability, the structure of the cluster topol-
ogy is adaptive with respect to node mobility. Consequently, this
framework supports an adaptive hybrid routing architecture that
can be more responsive and effective when mobility rates are low
and more efficient when mobility rates are high.

Index Terms—Ad hoc networks, dynamic clustering, hier-
archical routing, mobile computing, mobility models, routing
algorithms, wireless networks.

I. INTRODUCTION

A DVANCES in wireless technology and portable com-
puting along with demands for greater user mobility

have provided a major impetus toward development of an
emerging class of self-organizing, rapidly deployable network
architectures referred to as ad hoc networks [2], [12]. An
ad hoc network is comprised of wireless nodes and requires
no fixed infrastructure. Any device with a microprocessor,
whether highly mobile or stationary, is a potential node in
an ad hoc network. This includes mobile telephones, motor
vehicles, roadside information stations, satellites, and desktop
or hand-held computing devices. Unlike existing commercial
wireless systems and fixed infrastructure networks, ad hoc
networks cannot rely on specialized routers for path discovery
and traffic routing. Consequently, mobile end systems in an ad
hoc network are expected to act cooperatively to route traffic
and adapt the network to the highly dynamic state of its links
and its mobility patterns.

Ad hoc networks evolved largely from the DARPA packet-
radio (PR) network program [1], [16], [20]. They are expected
to play an important role in future commercial and military
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settings where mobile access to a wired network is either
ineffective or impossible. Potential applications for this class
of network include instant network infrastructure to support
collaborative computing in temporary or mobile environments,
mobile patient monitoring for improved critical care, dis-
tributed command and control systems, and mobile access
to the global Internet. Furthermore, ad hoc networks have
the potential to serve as a ubiquitous wireless infrastructure
capable of interconnecting many thousands of devices [31]
with a wide range of capabilities and uses. In order to achieve
this status, however, ad hoc networks must evolve to support
large numbers of heterogeneous systems with a wide range of
application requirements [5], [21].

Communication between arbitrary endpoints in an ad hoc
network requires routing over multiple-hop wireless paths. The
main difficulty arises because without a fixed infrastructure,
these paths consist of wireless links whose endpoints are likely
to be moving independently of one another. Consequently,
node mobility causes the frequent failure and activation of
links which leads to increased network congestion, while the
network’s routing algorithm reacts to the topology changes.
Unlike fixed infrastructure networks where link failures are
comparatively rare events, the rate of link failure due to node
mobility is the primary obstacle to routing in ad hoc networks.

The effectiveness of adaptive routing algorithms depends
upon the the timeliness and detail of the topology information
available to them. However, minimizing the exchange of
information is crucial for efficient operation. In an ad hoc
network, significant rates of topological change are expected;
consequently, the distribution of up-to-date information can
easily saturate the network. Furthermore, information arriving
late due to latency can drive network routing into instability.
Since the rate of link failure is directly related to node mobility,
greater mobility increases both the volume of control traffic
required to maintain routes and the congestion due to traffic
backlogs. Thus, a crucial algorithm design objective to achieve
routing responsiveness and efficiency is the minimization of
reaction to mobility [27].

Existing schemes for routing in ad hoc networks can be
classified according to four broad categories, namely, proactive
routing, flooding, reactive routing, and dynamic cluster-based
routing. Proactive routing protocols periodically distribute
routing information throughout the network in order to pre-
compute paths to all possible destinations. Although this
approach can ensure higher quality routes in a static topology,
it does not scale well to large highly dynamic networks.
By contrast, flooding-based routing requires no knowledge of

0733–8716/99$10.00 1999 IEEE



MCDONALD AND ZNATI: MOBILITY-BASED FRAMEWORK FOR ADAPTIVE CLUSTERING IN WIRELESS AD HOC NETWORKS 1467

network topology. Packets are broadcast to all destinations
with the expectation that they will eventually reach their
intended target. Under light traffic conditions flooding can be
reasonably robust. However, it generates an excessive amount
of traffic in large networks, and it is difficult to achieve
flooding reliably [30] when the topology is highly dynamic.
Consequently, it does not seem that a routing strategy based
exclusively on proactive routing or flooding can achieve the
objectives required for ad hoc routing.

In a reactive routing strategy, the design objective is ac-
complished by maintaining paths on a demand-basis using a
query–response mechanism. This limits the total number of
destinations to which routing information must be maintained,
and consequently, the volume of control traffic required to
achieve routing. The shortcomings of this approach include
the possibility of significant delay at route setup time, the
large volume of far-reaching control traffic required to support
the route query mechanism, and lower path quality relative to
proactive routing. Furthermore, despite the objective of main-
taining only desired routes, the route query could propagate to
every node in a network during the initial path setup, causing
each node to establish paths even when they are only required
by certain sources.

In dynamic cluster-based routing, the network is dynami-
cally organized into partitions called clusters, with the objec-
tive of maintaining a relatively stable effective topology [21].
The membership in each cluster changes over time in response
to node mobility and is determined by the criteria specified
in the clustering algorithm. In order to limit far-reaching
reactions to topology dynamics, complete routing information
is maintained only for intracluster routing. Intercluster routing
is achieved by hiding the topology details within a cluster from
external nodes and using hierarchical aggregation, reactive
routing, or a combination of both techniques. The argument
made against dynamic clustering is that the rearrangement
of the clusters and the assignment of nodes to clusters may
require excessive processing and communications overhead,
which outweigh its potential benefits. If the clustering al-
gorithm is complex or cannot quantify a measure of cluster
stability, these obstacles may be difficult to overcome.

A desirable design objective for an architectural framework
capable of supporting routing in large ad hoc networks subject
to high rates of node mobility incorporates the advantages
of cluster-based routing and balances the tradeoff between
reactive and proactive routing while minimizing the shortcom-
ings of each. Furthermore, the consequences of node mobility
suggest the need to include a quantitative measure of mobility
directly in the network organization or path selection process.
Specifically, a strategy capable of evaluating the probability of
path availability over time and of basing clustering or routing
decisions on this metric can help minimize the reaction to
topological changes. Such a strategy can limit the propagation
of far-reaching control information while supporting higher
quality routing in highly mobile environments.

The purpose of this paper is to present the cluster
framework, which defines a strategy for dynamically organiz-
ing the topology of an ad hoc network in order to adaptively
balance the tradeoff between proactive and demand-based

routing by clustering nodes according to node mobility. This is
achieved by specifying a distributed asynchronous clustering
algorithm that maintains clusters which satisfy the
criteria that there is a probabilistic bound on the mutual
availability of paths between all nodes in the cluster over a
specified interval of time . In order to evaluate the
criteria, a mobility model is proposed that characterizes the
movement of nodes in large ad hoc networks. It is shown
how this model is used to determine the probability of path
availability when links are subject to failure due to node
mobility.

Based on the cluster framework, intracluster routing
requires a proactive strategy, whereas intercluster routing
is demand-based. Consequently, the framework specifies an
adaptive-hybrid scheme whose balance is dynamically de-
termined by node mobility. In networks with low rates of
mobility, clustering provides an infrastructure that is
more proactive. This enables more optimal routing by in-
creasing the distribution of topology information when the
rate of change is low. When mobility rates become very
high, cluster size will be diminished and reactive routing
will dominate. The cluster framework decouples the
routing algorithm specification from the clustering algorithm,
and thus, it is flexible enough to support evolving ad hoc
network routing strategies [13], [15], [27], [29] in both the
intra- and intercluster domains.

The remainder of the paper is organized as follows:
Section II presents a review of the significant contributions
in the area of dynamic clustering for ad hoc networks.
The characterization of the cluster and the cluster
routing methodology is described in Section III. Details of
the the cluster algorithm are presented in Section IV.
The mobility model used to characterize link and path
availability is developed in Section V, and simulation
results demonstrating the effectiveness of the cluster
framework are presented in Section VI. Finally, conclusions
of this work are presented in Section VII.

II. RELATED WORK

Several dynamic clustering strategies have been proposed
in the literature [10], [21], [25], [31]. While these strategies
differ in the criteria used to organize the clusters and the
implementation of the distributed clustering algorithms, none
of the proposed schemes uses prediction of node mobility as
a criteria for cluster organization. Clustering decisions in each
of these schemes are based on static views of the network
at the time of each topology change. Consequently, they do
not provide for a quantitative measure of cluster stability. In
contrast, the cluster strategy forms the cluster topology
using criteria based directly on node mobility. According to
[31], the ability to predict the future state of an ad hoc network
comprised of highly mobile nodes is essential if the network
control algorithms are expected to maintain any substantive
quality-of-service (QoS) guarantees to real-time connections.

The multimedia support for wireless network (MMWN)
system proposed by Ramanathan and Steenstrup [31] is based
upon a hybrid architecture that includes the characteristics of
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ad hoc and cellular networks. Their framework uses hierarchi-
cal routing over dynamic clusters that are organized according
to a set of system parameters that control the size of each
cluster and the number of hierarchical levels. Aggregation of
routing information is used to achieve scalability and limit the
propagation of topological change information. A multilevel
strategy is used to repair virtual circuit (VC) connections that
have been disturbed due to node mobility. MMWN does not
predict node movement. Consequently, it is unable to provide
a quantitative bound on the stability of its cluster organization.

Krishna et al. [25] proposed a scheme that dynamically
organizes the topology into clusters, where nodes in a
cluster are mutually reachable via-hop paths. The algorithm
considers and reduces to finding cliques in the physical
topology. Using a first-fit heuristic, the algorithm attempts
to find the largest cliques possible. Although the algorithm
does not form optimal clusters, it still requires a three-pass
operation each time a topology change occurs: one for finding
a set of feasible clusters, a second for choosing the largest
of the feasible clusters that are essential to maintain cluster
connectivity, and a third to eliminate any existing clusters that
are made superfluous by the new clusters.

The objective of the scheme proposed by Lin and Gerla
[21] differs significantly from the previous examples. Rather
than using clustering to minimize the network’s reaction
to topological changes, their scheme is intended to provide
controlled access to the bandwidth and scheduling of the nodes
in each cluster in order to provide QoS support. Hierarchical
routing and path maintenance were a secondary concern. The
proposed algorithm is very simple and uses node ID numbers
to deterministically build clusters of nodes that are reachable
by two-hop paths.

The zone routing protocol (ZRP) proposed by Haas and
Pearlman [13] is a hybrid strategy that attempts to balance the
tradeoff between proactive and reactive routing. The objective
of ZRP is to maintain proactive routing within a zone and
to use a query–response mechanism to achieve interzone
routing. In ZRP, each node maintains its own hop-count
constrained routing zone; consequently, zones do not reflect
a quantitative measure of stability, and the zone topology
overlaps arbitrarily. These characteristics differ from
clusters, which are determined by node mobility and do not
overlap. Both strategies assume a proactive routing protocol
for intrazone/cluster routing, and each organizes its topology
based upon information maintained by that protocol. ZRP also
defines the query control scheme to achieve interzone routing.
Although ZRP is not a clustering algorithm and the
cluster framework is not a routing protocol, the comparison
demonstrates a close relationship that could be leveraged by
incorporating the cluster into ZRP. The use of
clusters in ZRP could achieve more efficient and adaptive
hybrid routing without significantly increasing its complexity.

III. CLUSTER FRAMEWORK

Hierarchical routing has been shown to be essential in order
to achieve at least adequate levels of performance in very
large networks [17], [18]. In fixed infrastructure networks,

hierarchical aggregation achieves the effect of making a large
network appear much smaller from the perspective of the
routing algorithm. Cluster-based routing in ad hoc networks
can also make a large network appear smaller, but more
importantly, it can make a highly dynamic topology appear
much less dynamic. Unlike the cluster organization of a
fixed network, the organization of an ad hoc network cannot
be achieved offline. The assignment of mobile nodes to
clusters must be a dynamic process wherein the nodes are
self-organizing and adaptable with respect to node mobility.
Consequently, it is necessary to design an algorithm that
dynamically implements the self-organizing procedures in
addition to defining the criteria for building clusters.

The objective of the cluster framework is to maintain
an effective topology that adapts to node mobility so that
routing can be more responsive and optimal when mobility
rates are low and more efficient when they are high. This
is accomplished by a simple distributed clustering algorithm
using a probability model for path availability as the basis for
clustering decisions. The algorithm dynamically organizes the
nodes of an ad hoc network into clusters where probabilistic
bounds can be maintained on the availability of paths to cluster
destinations over a specified interval of time.

The cluster framework can also be used as the basis
for the development of adaptive schemes for probabilistic QoS
guarantees in ad hoc networks. Specifically, support for QoS
in time-varying networks requires addressing: 1) connection-
level issues related to path establishment and management
to ensure the existence of a connection between the source
and the destination and 2) packet-level performance issues in
terms of delay bounds, throughput, and acceptable error rates.
Ideally, it is desirable to guarantee that the QoS requirements
of ongoing connections are preserved for their entire duration.
Unfortunately, this is not possible in a time-varying network
environment as connections may fail randomly due to user
mobility. A more realistic and practical approach is to pro-
vide some form of probabilistic QoS guarantees by keeping
connection failures below a prespecified threshold value and
by ensuring with high probability that a minimum level of
bandwidth is always available to ongoing connections.

Based upon the intracluster routing model proposed in
Section III-B, and using the estimates of path availability
and other link status metrics provided through the routing
algorithm, a connection admission control algorithm could
determine with high probability whether or not sufficient
resources are available to support the requirements of an
intracluster connection over a specific period of time. In
order to achieve similar QoS guarantees across the intercluster
domain, the cluster framework could be extended to
support a dynamic hierarchical architecture in which resource
information within each cluster is aggregated and a second
level of clustering algorithm maintains paths between
clusters using virtual links.1 Hierarchical QoS-based routing
and admissions control schemes are not considered further in
this paper.

1A virtual link represents the set of physical links that connect nodes in
one cluster to nodes in another cluster.
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The remainder of this section is organized as follows:
the cluster is formally characterized in Section III-A.
The implementation of routing is discussed in Section III-B.
Finally, a methodology for selecting the system parameters
and is presented in Section III-C.

A. Cluster Characterization

The basic idea of the cluster strategy is to partition
the network into clusters of nodes that are mutually reachable
along cluster internal paths2 that are expected to be available
for a period of time with a probability of at least . The
union of the clusters in a network must cover all the nodes
in the network.

Definition 1: Let indicate the status of pathfrom
node to node at time . if all the links in
the path are active at time, and if one or more
links in the path are inactive at time. The path availability

between two nodes and at time is given
by the following probability expression:

Pr

Definition 2: Let be the path availability of path
from node to node at time . Path is defined as an

path if and only if

Definition 3: Node and node are available if
they are mutually reachable over paths.

Definition 4: An cluster is a set of avail-
able nodes. Definition 4 states that every node in an
cluster has a path to every other node in the cluster that
will be available at time with a probability .
The cluster characterization, as previously defined, requires a
model which quantifies the path availability as given
in Definition 1. Path availability is a random process that
depends upon the mobility of the nodes which lie along a
given path. Consequently, the mobility characteristics of the
nodes play an important role in the characterization of this
process. In Section V, a mobility model for large ad hoc
networks is proposed, and the probability distributions for
the aggregate distance and trajectory covered by a node over
time are derived. These distributions provide the basis for
developing analytical models for link availability. It is also
shown how this model can be used to derive expressions for
path availability which can be efficiently evaluated by the

cluster algorithm.

B. Cluster Routing Methodology

The logical relationship between the cluster algo-
rithm, the routing algorithm, and the other network-layer
entities is depicted in Fig. 1. The cluster algorithm resides
logically between the routing-layer and the Internet MANET3

2A cluster internal path consists exclusively of nodes that are members of
the cluster.

3A MANET is a mobile ad hoc network.

Fig. 1. Logical relationships among MANET network-layer entities.

encapsulation protocol (IMEP)4 [6]. As such, the cluster al-
gorithm presents a logical topology to the routing algorithm,
and it accepts feedback from the routing algorithm in order to
adjust that logical topology and make clustering decisions. To
support the cluster framework, IMEP or an equivalent
protocol must identify a node’s cluster identifier number (CID)
to neighboring nodes and include the CID in the encapsulation
of the routing information packets. A protocol that provides the
functionality of IMEP along with these enhancements will be
referred to in this paper as a network-interface layer protocol.

A two-level routing algorithm adaptively subdivides the task
of establishing and maintaining routes to mobile destinations.
Intracluster routing uses a proactive strategy, whereby each
node in a cluster maintains topology information and routes to
every cluster destination for the duration of the time that the
node remains in a given cluster. Routes to destinations outside
of a node’s cluster are established on a demand basis only.
Consequently, a reactive routing strategy must be implemented
to setup intercluster routes.

1) Intracluster Routing: Intracluster routing can be imple-
mented with any distributed routing algorithm that can proac-
tively maintain routes to a set of mobile destinations. Similar
to ZRP, which uses hop-count [11], the cluster uses a
path availability based membership to limit the propagation
of routing updates. Those MANET protocols that have been
designed specifically to operate as reactive protocols can still
function as intracluster protocols in which the demand for a
route is produced by the cluster algorithm. However, because
the criteria establishes a lower bound on the availability
of cluster paths, preference is given to those algorithms capable
of incorporating link and path availability information as
a routing metric and of using maximum availability as an
optimization criteria when establishing paths. Arguments have
been made against path optimization in ad hoc networks [7],
[27]; however, these arguments are based upon the assumption
of a monolithic network without clustering. clusters
gradually adapt the cluster topology to maintain a consistent

4The IMEP layer is designed to provide services to upper-layer network
entities such as link status sensing, neighbor discovery, one-hop neighbor
broadcast, control packet aggregation, and address resolution.
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level of path stability such that path optimization becomes
effective.

In Section V-C, it is shown how the path availability can
be calculated from the individual link availabilities along
the path. This can be accomplished based on aggregated
path information using a modified Bellman–Ford algorithm
to find the maximum availability path or using Dijkstra’s
algorithm if complete link status information is available.
Because path availability is a time-varying quantity that de-
pends on the individual link properties, it is more efficient
if the characteristics of the links are known at each node.
To overcome the shortcomings of link-state protocols, several
alternatives that provide complete link status information along
selected paths have been proposed for use in highly dynamic
environments. Examples that are well-adapted for intracluster
routing include the link vector algorithm (LVA) [9] and the
wireless routing protocol (WRP) [24]. Based on complete
link status information, it is possible to estimate the current
link availability anywhere in the cluster without periodic
routing updates. If aggregated routing information is used,
the path availability information will become outdated without
periodically updating the path status.

A node’s membership in a cluster is implied by the contents
of the routing tables distributed among the active nodes in
that cluster. No distinct cluster table is required since it is
the routing algorithm as modulated by the cluster algorithm
which determines the set of nodes that are in the cluster. Con-
sequently, a node’s routing table gives a complete picture of its
current view of the cluster. Accordingly, cluster convergence
is simply a matter of the convergence of the routing tables in
the cluster.

2) Intercluster Routing:Intercluster routing is achieved us-
ing a demand-based protocol that establishes paths by execut-
ing a path-search query and response algorithm. With respect
to this process, each node can be considered as a route cache
for the set of nodes in its cluster. In the worst case, the
response phase will begin as soon as the first node in the
target destination’s cluster receives the route query. Queries
will never be propagated further into the cluster in which the
target destination resides.

One methodology for maintenance of end-to-end routing
between destinations in different clusters is direct implemen-
tation of a flat-routed reactive routing protocol, such as the
temporally ordered routing algorithm (TORA) [26], [27] or
the ad hoc on-demand distance vector algorithm (AODV)
[28]. Specifically, each node requiring a route first searches
for the desired destination in its cluster routing table that is
proactively maintained by the intracluster routing protocol. If
the destination is not found, the node initiates a route discovery
process if it is the source node, or it propagates the request if it
is processing another node’s route query. As such, every node
will participate in two routing protocols: one within a cluster
and one for noncluster destinations. Consequently, each node
will be able to maintain routes to any connected destination.

The problem with the flat-routed reactive approach is that it
fails to take advantage of the cluster topology, which could be
used to more efficiently manage the route discovery and main-
tenance processes. To address this shortcoming, an improved

methodology for cluster interconnection is proposed that
leverages the cluster topology in order to more efficiently
discover and maintain end-to-end routing between nodes in
different destinations by adapting the ZRP interzone routing
protocol (IERP). IERP assumes a topology comprised of a
sequence of overlapping zones and specifies a bordercasting
technique that is used to efficiently construct routes across
multiple zones. However, IERP as defined for ZRP cannot
be directly applied to the interconnection of clusters
since these clusters are designed not to overlap. To bridge
the differences between the requirements of IERP and the
properties of the clusters, the following adaptations are
required.

1) The border nodes of an cluster consist of the
set of nodes which are adjacent to nodes that are not
members of the same cluster. Each border node treats
adjacent clusters5 as supernodes and advertises reach-
ability to those supernodes within their cluster.
Consequently, each node in a cluster has knowledge of,
and proactively maintains routes to, the set of adjacent
clusters identified by the border nodes.

2) The bordercasting process defined by IERP must be
modified to allow the exchange of the route query from
the egress border node of one cluster to the ingress
border node of its adjacent clusters.

3) Each cluster egress border node processing an
IERP route query will append its CID to the route
query and forward one copy of the query to those
neighboring nodes which are ingress border nodes in
adjacent clusters. Consequently, a sequence of CID’s is
accumulated, which represents an intercluster route to
the desired destination.

4) Each cluster ingress border node searches its
routing table for the destination. If the destination is
found, the node appends its CID to the accumulated
sequence of CID’s in the route query and returns it
in the response message that is sent back along the
accumulated sequence of clusters in reverse order.

Unlike ZRP, this modified scheme builds a route as a se-
quence of clusters rather than nodes. The specific paths across
each cluster are determined dynamically by the intracluster
routing algorithm. Since each node in a cluster maintains
routes to the set of adjacent clusters, this methodology provides
a strategy which is robust, such that routes will remain viable
so long as the cluster adjacencies remain intact—even if the
specific border nodes change. Thus, it is highly adaptive
with respect to node mobility and requires less reactive route
maintenance.

C. Cluster Parameters

Evaluation of paths requires specification of two
system parameters, and . The effects of these parameters
are tightly coupled, making it difficult to select optimal values.
Large values for seem desirable, as they imply more cluster
stability and reduce the computational requirements of cluster

5An adjacent cluster to a noden is one with a border node that is adjacent
to a border node in the noden’s cluster.
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maintenance. However, large will drive down the path
availability between nodes of the cluster for the same mobility
patterns, which makes it more difficult to achieve the required
lower bound . Consequently, large values of will tend
to result in smaller clusters, whereas small values ofwill
increase the cluster size, which results in more optimal routing
with increased routing overhead.

Since establishes a lower bound on the probability that a
given cluster path will remain available for time, it controls
the cluster’s inherent stability. Thus, for a given level of
stability, the role of is to manage the cluster size, which
controls the balance between routing optimality and efficiency.
Given that no single pair of values for and can be optimal
or even sufficient in all situations, at least one of the parameters
should be adaptive. In particular, appropriate bounds on path
availability should consider the level of traffic and possibly the
QoS requirements of connections routed through the cluster
in order to ensure a sufficient level of cluster stability that
will support those connections with high probability. In the
remainder of this section, a methodology is proposed for
adaptive maintenance of the system parameter.

The previous observations suggest that the value chosen
for should reflect traffic conditions. Assuming that path
availability is an ergodic process, it represents the average
proportion of time an path is available to carry data.
Consequently, places a lower bound on the effective capacity
of the path over an interval of length. This bound must be
sufficient to support the current traffic load. If QoS support
is considered, the bound must be high enough to support the
bandwidth which has been allocated to real-time connections.

If the average packet delay at a node along an path
exceeds the availability of that path, excessive queuing delays
may be incurred in the network. Consequently, a necessary
condition for satisfying the traffic requirement is to establish an
effective capacity over any interval of length, which results in
average delays that are significantly less than. Based on this
observation, queuing models can be used to determine a lower
bound for path availability. The development of complete
queuing models is beyond the scope of this paper; however,
a simplified model is presented next in order to illustrate this
concept.

Assume, without loss of generality, thatis identical at
every node in a cluster. If the cluster’s topology remains stable
over the interval of length, then routing will be deterministic
during this interval, and standard assumptions [18] permit the
ad hoc network to be modeled as a network of Jackson queues
[19].

Let the link capacity be bits/s and the mean packet length
1/ bits. The effective packet service rate over the interval

can be determined based upon the path availability according
to (1). Based on the Jackson model, each node can be treated as
an independent M/M/1 queue. Using knowledge of the current
aggregate arrival rate and the effective service rate , the
M/M/1 results can be applied to find the mean total packet
delay . Since this delay must be less than, this approach
establishes a lower bound on the path availability, as shown

in (4)

(1)

(2)

(3)

(4)

An effective adaptive strategy for determining the value of
controls the minimum level of cluster stability required to

support the traffic load and QoS requirements of established
connections. The choice of the parameteris a system design
decision that determines the maximum cluster size achievable
for different rates of mobility when no traffic exists in the
network.

IV. CLUSTER ALGORITHM

Two key requirements motivate the design of a success-
ful dynamic clustering algorithm: 1) the algorithm should
achieve a stable cluster topology and 2) it should do so with
minimal communications overhead and computational com-
plexity. Consequently, in a highly dynamic environment, the
algorithm should be distributed, operate asynchronously, and
require minimal coordination among the nodes. Furthermore,
it is highly unlikely that an optimal cluster topology will
be achievable. Therefore, optimal clustering should not be a
concern—rather an egalitarian view of clustering should be
adopted with the objective of achieving good clusters. This
means that clusters are stable relative to the overall topology,
that clustering decisions are made fairly, and that the cluster
topology converges to meet the clustering criteria. Finally, the
algorithm should be self-starting and robust, in that after finite
periods of network instability, it eventually converges to a
stable and efficient clustered topology.

Clearly, if the underlying topology is so unstable that
flooding is the only viable routing strategy, then no algorithm
will be able to achieve the key requirements. Furthermore,
if the topology is static or quasi-static, then the nature of
clustering, and thus the design criteria, will be substantially
different. In this case, optimal clustering can be achieved either
with offline approaches or using centralized algorithms based
on complete topological information. Somewhere in between
these two extremes lies the domain for dynamic clustering.
This is where the cluster algorithm is designed to
operate.

clusters are dynamic entities that are created, ex-
panded, contracted, and eventually terminated based upon
routing information that is maintained on a set of cooperat-
ing mobile nodes. Other than the dissemination of topology
information by the intracluster routing protocol, the cluster
algorithm does not require any additional message types;
however, it must be able to trigger a routing update when
joining or leaving a cluster. The strength of the cluster
algorithm is that it is minimal and requires no far-reaching
internodal coordination when initiating clustering activity. Its
role is to modulate the actions of the intracluster routing
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algorithm by effectively filtering its view of the network. This
is achieved by manipulating the node’s CID and exploiting
functionalities that already exist or can easily be incorporated
into existing protocols at the routing and network-interface
layers.

A distributed asynchronous algorithm is specified for main-
taining clusters. The algorithm is simple, efficient, and
self-starting. Every node in a cluster participates in a proactive
routing protocol wherein the scope of routing information
propagation is controlled by the nodes’ view of their cluster
membership. A node neither processes nor propagates routing
information from nodes that are not identified as belonging
to its own cluster. However, routing information from nodes
that do belong to its cluster is processed and disseminated.
No centralized control over the clustering process is required.
Nodes can asynchronously join, leave, or create clusters. The
algorithm is event driven, and its actions depend upon the
nodes’ ability to satisfy the criteria with respect to their
current cluster or the cluster they are attempting to join.

The cluster algorithm is driven by both hard-state and
soft-state events. Specifically, topological changes, which are
detected locally or learned through routing updates, trigger
specific actions by the algorithm. Hard-state events include
node activation, node deactivation, link activation, and link
failure. In general, the algorithm requires clustered nodes to
determine whether or not the criteria continues to be
satisfied following a topological change. Additionally, soft-
state is maintained at each node through the use of a timer
referred to as the timer. This timer determines the maximum
time for which the node can guarantee path availability to
each cluster destination with probability . The expiration
of the timer is treated by the algorithm as a topological
change requiring the node to reevaluate the criteria with
respect to its cluster.

All cluster actions are implied by information received
through routing and network-interface layer protocol informa-
tion. In the remainder of this section, the five events which
drive the cluster algorithm, namely, node activation,
link activation, link failure, expiration of the timer and node
deactivation, and the actions taken by a node in response to
each of these events, are described. The section concludes
with a discussion of the major properties of the cluster
algorithm.

A. Node Activation

The primary objective of an activating node6 is to discover
an adjacent node and join its cluster. In order to accomplish
this, it must be able to obtain topology information for the
cluster from its neighbor and execute its routing algorithm to
determine the availability of all the destination nodes
in that cluster. The source node can join a cluster if and only
if all the destinations are reachable via paths. Such a
cluster is referred to as a feasible cluster. The source node will
continue checking each neighbor in sequence until it finds a
feasible cluster or runs out of neighbors. If the source node is
unable to join a cluster, it will create its own cluster, referred

6The activating node will be referred to as the source node.

to as an orphan cluster, and wait for another opportunity to
cluster with other nodes.

The first step upon node activation is the initialization of
the source node’s CID to a predefined value which indicates
its unclustered status. The network-interface layer protocol is
required to advertise the node’s CID as part of the neighbor
greeting protocol [23] and in the header of the encapsulation
protocol. This enables nodes to easily identify the cluster
status and membership of neighboring nodes and of the source
of the routing updates—a necessary function to control the
dissemination of routing information.

When its network-interface layer protocol identifies one
or more neighboring nodes, the source node performs the
following actions. First, the source node identifies the CID’s
associated with each neighbor. Next, it evaluates the link avail-
ability associated with each neighbor according to either a sys-
tem default mobility profile or mobility information obtained
through the network-interface layer protocol or physical-layer
sensing. The precise methodology and the information required
for the evaluation of link availability is described in Section V-
C. Finally, the neighbors, having discovered the unclustered
status of the source node, automatically generate and transmit
complete cluster topology information, which they have stored
locally as a result of participating in the cluster’s intracluster
routing protocol. This topology synchronization function is a
standard feature of typical proactive routing protocols when
a router discovers the activation of a link to a new router.
The source node does not immediately send its topology
information to any of the neighbors.

Having completed the previous actions, the source node
proceeds according to the cluster status of the identified
neighbors. If none of the neighbors are clustered, the source
node sets a randomized backoff timer, during which time it
delays any further clustering activity. The purpose of this
timer is to effectively spread out the clustering of nodes that
have activated more or less simultaneously. This minimizes
the probability that each of these nodes is forced to create
an orphan cluster. If the source node has identified one or
more adjacent clusters, it will evaluate each such cluster’s
feasibility in turn. The precise algorithm steps for evaluating
cluster feasibility depend upon the nature of the topology
information—distance-vector or link-state—and the routing
algorithm. If the source node determines that a cluster is
feasible, it joins that cluster.

The cluster-join action is achieved asynchronously without
any additional internodal coordination. The source node sets
its CID to equal the CID of the cluster it is joining, and it
generates its own routing update that is broadcast to its neigh-
bors. Recognizing their own CID’s in the routing update, those
neighbors that are members of the target cluster process the
source node’s routing update. In doing so, the routing protocol
automatically adds the source node as a destination in their
respective routing tables, which infers cluster membership.

If the source node’s network-interface layer protocol detects
no adjacent nodes, or its attempts to join an adjacent cluster
fail due to cluster infeasibility, the cluster algorithm generates
and sets a globally unique CID that will be used in subsequent
neighbor greeting exchanges. In this orphaned state, the
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Fig. 2. Outline of node activation algorithm.

criteria is trivial because the path availability of the source
node to itself is always 1.0. In order to periodically reattempt
to join a neighboring cluster, the node’stimer is set to the
value of the system parameter. Fig. 2 shows pseudocode for
the algorithm executed by the source node upon activation.

B. Link Activation

A link activation detected by a clustered node that is not an
orphan is treated as an intracluster routing event. Hence, the
topology update will be disseminated throughout the cluster.
Unlike reactive routing that responds after path failure, the
dissemination of link activation updates is a key factor to
an cluster node’s ability to find new paths in
anticipation of future link failures or the expiration of the
timer.

The objective of an orphan node is to either have its own
cluster expanded through the actions of other nodes or to join
an existing cluster unless node mobility is very high. Link
activation triggers an orphan node’s attempt to join a cluster.
In order to receive cluster topology information from its new
neighbor, the orphan node must temporarily reset its CID to
indicate its unclustered status. Only information received from
nodes that are in the same cluster as a destination or in the
unclustered state are passed by the cluster algorithm protocol

Fig. 3. Outline of link activation algorithm.

to the routing layer (see Fig. 1). Thus, by changing its CID, the
orphan node triggers the transmission of routing updates from
its neighbor. Upon receiving the cluster topology information,
the node evaluates cluster feasibility and either joins the cluster
or returns to its orphan cluster status, depending upon the
outcome of the evaluation. Fig. 3 shows the pseudocode for
the algorithm executed by an orphan node upon detecting a
link activation.

C. Link Failure

The objective of a node detecting a link failure is to
determine if the link failure has caused the loss of any
paths to destinations in the cluster. A node’s response to a
link failure event is twofold. First, each node must update
its view of the cluster topology and reevaluate the path
availability to each of the cluster destinations remaining in the
node’s routing table. Second, each node forwards information
regarding the link failure to the remaining cluster destinations.
This second action is a function of the routing protocol.
Each node receiving the topology update reevaluates its
paths as if it had directly experienced the link failure. When
evaluating path availability to destination nodes within the
cluster following a topology change, it is necessary to adjust
the timing parameter to reflect that thetimer has not yet
expired. Use of the full value ofwould unnecessarily penalize
the nodes by requiring a path availability that is higher (further
out in time) than required by the cluster criteria. Thus, the
estimated availabilities will reflect the probabilities evaluated
at the maximum time for which this node has already made
its probabilistic guarantee.

Using the topology information available at each node, the
current link availability information is estimated, and maxi-
mum availability paths are calculated to each destination node
in the cluster. If the node detects that a destination has become
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unreachable, then the node assumes that the destination has
deactivated or otherwise departed from the cluster. In this
case, the destination is removed from the node’s routing table
and will not be considered further in the evaluation of
paths. If a node detects that any of the remaining cluster nodes
are connected within the cluster but not reachable, it
will voluntarily leave the cluster. A node leaves a cluster by
sending a routing update to its neighbors that indicates that
the status of all its links are down or equivalently an infinite
distance to itself. It then resets its own CID to the unclustered
value and proceeds according to the rules for node activation.
No further action is required following a link failure if the
node successfully evaluated paths to each destination in
the cluster. Fig. 4 presents the pseudocode of the algorithm
executed by a node that detects a link failure through the
services of the network-interface layer protocol or receives
a topology update which reflects a link failure.

D. Expiration of Timer

The timer controls cluster maintenance through periodic
execution of the intracluster routing algorithm at each node
in a cluster. Using the topology information available at each
node, the current link availability information is estimated and
maximum availability paths are calculated to each destination
node in the cluster. If any of the paths are not paths, then
the node leaves the cluster.timer-based cluster maintenance
is asynchronous and requires no internodal communications
other than the action required for a node’s departure from its
cluster. The precise actions taken by a node upon the expiration
of its timer are virtually identical to the actions taken by a
node when it detects a link or node failure, with the exception
that the timer triggers an orphan node to reattempt to join a
cluster in a manner that is identical to link activation.

Cluster maintenance based ontimer expiration accom-
plishes two fundamental objectives in the cluster
framework. First, it provides the mechanism by which
nodes proactively seek to extend their path availability
guarantees—thereby providing the basis for achieving
cluster stability. Nodes that are unable to do this leave
the cluster—with the objectives of shrinking the cluster in
order to improve its stability for the remaining nodes and
finding a better cluster for itself. Second,timer maintenance
leads to topological synchronization, which provides the basis
for cluster convergence. The issue of cluster convergence is
discussed further in Section IV-F.

Since each node in a cluster maintains an independent
timer, which is started when a node joins the cluster, a natural
phase shift exists across the nodes in a cluster, which produces
the desirable effect of distributing the collective reactions to
changes in path availability. This allows for gradual adjust-
ments in cluster routing and membership. Because it is treated
as a topology change, the pseudocode in Fig. 4 also applies
to timer expiration.

E. Node Deactivation

The event of node deactivation encompasses four related
events, namely, graceful deactivation, sudden failure, cluster

Fig. 4. Outline of link failure algorithm.

disconnection, and voluntary departure from the cluster. In
general, each of these events triggers a response by the routing
protocol. As a result, nodes determine that the node that has
deactivated is no longer reachable.

In the cases of graceful deactivation and voluntary de-
parture, the deactivating node announces its departure by
disseminating a topology update to all the nodes in the cluster,
which indicates the failure of all its incident links. Nodes
receiving this status update effectively erase the node from
their own view of the cluster.

If a node becomes disconnected from the cluster due to
mobility, or the node fails suddenly, the response of the nodes
will depend on the specific sequence of events that lead to the
convergence of routing in the cluster. A node can recognize
for itself that is has become cluster disconnected by virtue of
losing paths to the entire set of nodes in the cluster. Hence,
it becomes an orphan node and proceeds according to the
rules previously described for an activating node. However, the
remaining nodes in its original cluster may not immediately
be able to determine that this node is unreachable and will
attempt to reevaluate their paths to the destination. In
this case, these nodes may determine that the destination is
no longer reachable via an path, and consequently, they
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Fig. 5. Convergence of(�; t) cluster algorithm. (a) Nodem joins clusterC. (b) Noden joins clusterC. (c) ClusterC converges.

will also leave the cluster voluntarily, which is a recoverable,
although suboptimal, response.

Each node receiving a topology update that reflects the node
deactivation in the cluster uses the new topology information
in order to evaluate paths to the remaining cluster-
connected destinations in the cluster. Should the node fail to
find an path to any of the destination nodes in the cluster,
it leaves the current cluster and proceeds according to the rules
of node activation previously described. These actions are also
reflected by the pseudocode in Fig. 4.

F. Discussion

The design of the cluster algorithm was predicated
upon two basic tenets: 1) optimality is inherently difficult or
impossible to achieve in highly dynamic environments that are
constrained by the limitations of the physical media and 2)
efficiency is more important than optimality in these environ-
ments in order to achieve acceptable levels of performance.
Consequently, the overriding design principle was based on
this fundamental tradeoff.

Specifically, two observations can be made about the
cluster algorithm with respect to the aforementioned design
tradeoffs. First, no attempt was made to maintain or specify
the criteria for optimal cluster organization. This is a difficult
problem even in a fixed topology network in which cluster
size is typically used as the basis for optimization. Second,
minimization of internodal coordination and communications
was substantially more important than ensuring complete
consensus at all times with respect to each clustering decision,
so long as the cluster topology converges under stable condi-
tions. Furthermore, the rate of topology change and network
latency make synchronization of each clustering action through
distributed consensus protocols infeasible—even if bandwidth
and processing resources are plentiful. The remainder of this
section presents discussion of the properties of the
cluster algorithm with respect to cluster convergence and
partitioning.

1) Cluster Convergence:As a consequence of the
design tradeoffs, cluster convergence with respect to the re-
quirements of Definition 4 is not guaranteed at every instant.
Rather, each node asynchronously makes its own clustering
decisions based upon the most recent information it has
or can obtain directly from an adjacent node without far-
reaching coordination with any other nodes. Achievinga

priori consensus is prohibitively complex particularly because
the asynchronous property of the cluster algorithm
permits any number of nodes to join a cluster simultaneously.
Consequently, nodes make clustering decisions based on their
ability to establish paths in the forward direction without
attempting to ensure that paths exist in the reverse
direction from all the nodes in the cluster. As a result of
latency, it is therefore possible for a node to make a clustering
decision without complete knowledge of the set of nodes that
are in the cluster. Fig. 5 illustrates these two concepts and
demonstrates how cluster convergence is achieved.

In Fig. 5(a), node is depicted within range of node at
time . Having received topology information from node,
node has evaluated paths to nodes , , , and ,
which are in a cluster together. The dashed lines in the figure
represent the paths. Node now joins the cluster by
setting its CID and disseminating its own routing information
update to the existing nodes in the cluster. Note that at time,
no paths have been confirmed from the existing nodes
in the cluster back to node . In Fig. 5(b), node is shown
at time , just after having come into range of node. Node

still has not established that node has joined this cluster.
Consequently, when nodeevaluates paths it does not
include node in the process. Assuming nodefinds
paths to nodes – , it joins the cluster.

Convergence is achieved when all nodes in the cluster have a
common view of cluster membership. Assuming that no more
nodes join the cluster after time , and that all the nodes’

timers expire in the interval such that each
node executes cluster maintenance during that interval, then
Fig. 5(c) depicts the cluster state at timewhen the cluster
is guaranteed to be converged.

2) Cluster Partitioning: The most basic form of clus-
ter partitioning involves the disconnection of a single node
from its cluster. As discussed in Section IV-E, when a single
node recognizes that it has become cluster disconnected it
leaves the cluster. The response of the remaining nodes in
the cluster depends upon the precise timing of events. These
nodes will either logically remove the disconnected node from
their views of the cluster or depart from the cluster if the
remaining nodes are no longer reachable via an path.
However, if a partitioning exists with more than one node in
each partition, it is possible for the nodes in each of these
partitions to decide that the nodes in the other partitions have
effectively deactivated. Consequently, they will continue to
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operate under the assumption that their partition is the cluster.
Under these circumstances it is possible for more than one
cluster to exist with the same CID. However, it is essential to
prevent duplicate CID’s from persisting because ambiguous
CID’s can lead to intercluster routing conflicts.

To resolve the problem of duplicate CID’s, a renaming
strategy is required. Specifically, it must be possible to detect
that a cluster has partitioned and for each partition to adopt
unique CID’s. The strategy for achieving this is based upon
embedding a globally unique node identifier (NID) into each
CID. Consequently, each node in a cluster can determine the
NID of the node that generated the cluster’s current CID. This
node will be referred to as the parent of the cluster, although
it carries no other functional responsibility. Partition detection
requires each node to detect when the cluster’s parent node is
removed or removes itself from the cluster. Renaming involves
selection of a new parent and assignment of a new CID to a
subset of nodes in a cluster following detection of a partition.

Cluster renaming is achieved as follows: upon detection
of a cluster partition, each node determines if its NID is the
lowest NID among the nodes in its cluster routing table. The
node with the lowest NID generates a new CID, adopts that
CID itself, and broadcasts a Cluster_Rename message, which
includes the previous and the new CID’s, to the nodes in
its connected partition of the cluster. Each node receiving
a Cluster_Rename message adopts the new CID, effectively
joining a new cluster. If more than one node believes it has
the lowest NID due to inconsistencies in the cluster routing
tables, only the first received Cluster_Rename message will
be accepted. In the worst case, the cluster partition may be
subdivided into multiple new clusters. If a node does not
have the lowest CID and does not receive a Cluster_Rename
message within a prespecified timeout interval, the node leaves
the cluster and proceeds according to the rules of node
activation previously described.

V. AD HOC MOBILITY MODEL

In this section, a random walk-based mobility model is
developed for ad hoc networks, and expressions are derived
which characterize the distribution of aggregate distance and
direction covered by a node over a specific interval of time.
Based upon this model, and assuming that a link is active
if the distance between two nodes is less than a system
dependent threshold,7 the objective is to characterize their
mobility and use this characterization to determine the con-
ditional probability that the nodes will be within range of
each other at time , given that they are located within
range of each other at time . Assuming that link failures
are independent, and the rate of node deactivation is small
relative to the rate of link failure, this model shows how
to evaluate path availability—providing the basis for
cluster management.

The model described in this section characterizes the ag-
gregate behavior of nodes in a large network. In these envi-

7The effective distance threshold, also referred to as the range, is a function
of numerous system dependent factors including, but not limited to, signal
power, fading, noise immunity, and receiver sensitivity.

ronments, any correlation is assumed to be insignificant due
to the large number of independent nodes. In addition, recent
performance studies of ad hoc network routing protocols have
adopted random uniform models [8], [11] or modified random
models that include pause-times [4] in order to model node
mobility. Pause-time random models are supported inherently
by the model proposed in this paper because the speed of
a mobile unit can be from any distribution, so long as
it has a mean and standard deviation. Furthermore, in a
large ad hoc network with many transient users, information
that accurately reflects the detailed mobility characteristics
of individual users is likely to be difficult or impossible to
maintain. Consequently, in these types of environments the
random assumption is reasonably optimal.

A. Random Ad Hoc Mobility

The random ad hoc mobility model proposed in this section
is a continuous-time stochastic process, which characterizes
the movement of nodes in a two-dimensional space. Based on
the random ad hoc mobility model, each node’s movement
consists of a sequence of random length intervals called
mobility epochs during which a node moves in a constant
direction at a constant speed. The speed and direction of each
node varies randomly from epoch to epoch. Consequently,
during epoch of duration , node moves a distance of

in a straight line at an angle of . The number of
epochs during an interval of lengthis the discrete random
process . Fig. 6(a) illustrates the movement of node
over six mobility epochs, each of which is characterized by
its direction, , and distance .

The mobility profile of node moving according to the
random ad hoc mobility model requires three parameters:

, and . The following list defines these parameters
and states the assumptions made in developing this model.

• The epoch lengths are identically, independently dis-
tributed (i.i.d.) exponentially with mean .

• The direction of the mobile node during each epoch
is i.i.d. uniformly distributed over (0, 2) and remains
constant only for the duration of the epoch.

• The speed during each epoch is an i.i.d. distributed
random variable (e.g., i.i.d. normal, i.i.d. uniform) with
mean and variance and remains constant only for
the duration of the epoch.

• Speed, direction, and epoch length are uncorrelated.
• Mobility is uncorrelated among the nodes of a network,

and links fail independently.

Nodes with limited transmission range are assumed to
experience frequent random changes in speed and direction
with respect to the length of time a link remains active between
two nodes. Furthermore, it is assumed that the distributions
of each node’s mobility characteristics change slowly relative
to the rate of link failure. Consequently, the distribution of
the number of mobility epochs is stationary and relatively
large while a link is active. Since the epoch lengths are i.i.d.
exponentially distributed, is a Poisson process with rate

. Hence, the expected number of epochs experienced by
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Fig. 6. Ad hoc mobility model node movement: (a) epoch random mobility
vectors (b) and hoc mobility model node movement.

node during the interval while a link is active is
.

These assumptions reflect a network environment in which
there are a large number of heterogeneous nodes operating
autonomously in an ad hoc fashion, which conceptually reflects
the environment considered in the design of the cluster
framework. That is, while some nodes may share similar ob-
jectives and move together, there is a large enough population
of nodes and frequency of events8 that the overall correlation
is insignificant and the aggregate effective movement can be
modeled by a random process.

In order to characterize the availability of a link between
two nodes over a period of time , the distribution
of the mobility of one node with respect to the other must
be determined. To characterize this distribution, it is first
necessary to derive the mobility distribution of a single node
in isolation. The single node distribution is extended to derive
the joint mobility distribution that accounts for the mobility of
one node with respect to the other. Using this joint mobility

8Events include the activation of a link or node and changes in speed and
direction of a node.

distribution, the link availability distribution is derived. If
the link availability metric is known for each link along
a path between two mobile nodes, assuming that links fail
independently, the path availability is easily determined as the
product of the individual link availability metrics.

Single Node Mobility:Two definitions are central to the
development of the single node mobility model. They define
two random vectors that characterize the direction and distance
moved by a mobile node during a single epoch and over an
interval of length , respectively.

Definition 5: The epoch random mobility vector rep-
resents the direction and distance moved by nodeduring
mobility epoch . It has magnitude which
is the distance covered by nodeduring epoch , and phase

, which is the direction of node during epoch .
Definition 6: is the random mobility vector for

node . The magnitude is equal to the distance from
to , where

is the position of the node at time. The phase angle is the
angle of the line joining the two points. The random mobility
vector can be expressed as a random sum of the epoch random
mobility vectors .

Fig. 6(a) shows a sample path for the movement of an
arbitrary node over an interval of length. For each epoch,
the figure shows the epoch vector with magnitude
and direction of the node during the epoch. The resulting
random mobility vector is shown in Fig. 6(b), and it
can be seen that it is the vector sum of the individual epoch
vectors. The following lemma characterizes the magnitude and
phase distributions of .

Lemma 1: Consider a mobile node which is located at
position at time and moves according to
a random ad hoc mobility profile, . Let be
the resulting random mobility vector. The phase angleof

represents the aggregate direction of the mobile node
and is uniformly distributed over (0, 2), and the magnitude

represents the aggregate distance moved by the node
and is approximately Raleigh distributed with parameter

Pr (5)

Pr (6)

The derivation of these distributions is an application of the
theory of uniform random phasor sums [3]. The basic idea is
to decompose the distance moved during each mobility epoch,

, into and components,
and . According to the random ad hoc
mobility model, . For the Poisson distribution, this
is a sufficient condition for the central limit theorem (CLT)
to hold with respect to the summations of the and
components over all the epochs during an interval of length.
Consequently, and
are approximately normally distributed and are shown to have
zero mean and variance . Furthermore,

and are shown to be uncorrelated; therefore,
the product of the two normal distributions gives the joint
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distribution of and . This is transformed using standard
methods into polar coordinates to produce the joint distribution
with respect to and . The results of the lemma follow
by taking the marginal distributions with respect to these
random variables. Simulation results reported in [22] validate
these analytical results.

The results of this section show that if a mobile node
moves in a random uniform direction during each mobility
epoch, the random nature of the mobile’s direction is preserved
over several direction and speed changes. Along with the
distribution of the aggregate distance, this allows for the
characterization of the joint mobility of two mobile nodes by
considering the relative movement of one node with respect
to the other.

Joint Node Mobility: In cellular networks the characteriza-
tion of mobility metrics9 relies on the analysis of the movement
of a single node with respect to a fixed point of reference [14],
[32]. Based on the assumption of random link failures, the ad
hoc problem can be transformed into the cellular problem by
considering the mobility of two nodes at a time and fixing
the frame of reference of one node with respect to the other.
This transformation is accomplished by treating one of the
nodes as if it were the base station of a cell, keeping it at a
fixed position. For each movement of this node, the other node
is translated an equal distance in the opposite direction. These
concepts are reflected in the following definitions and lemmas:

Definition 7: The vector , representing the equiv-
alent random mobility vector of node with respect to node

, is obtained by fixing ’s frame of reference to’s position
and moving relative to that point.

Lemma 2: Let two mobile nodes and move accord-
ing to random ad hoc mobility profiles, and

, respectively. By Lemma 1, the random mobility
vectors for each node are and with uniformly
distributed direction and Raleigh distributed magnitude. Let

and be the parameters of the Raleigh distributions.
is the magnitude of the difference ,

is Raleigh distributed with parameter , and
the phase is uniformly distributed over (0, 2).

The and components of the two uniformly distributed
Raleigh phasors and are each approximately
normal with zero mean and variance
and , respectively. Since the two nodes
move independently according to the random ad hoc model,
the distributions of and

are also normal with zero mean and variance
. The result follows

by taking the joint distribution of and ,
transforming into polar coordinates, and taking the marginal
distributions.

Lemma 3: is the equivalent
random mobility vector of node with respect to node .

Corollary 1: By Lemmas 2 and 3, the equivalent random
mobility vector node with respect to node is approx-
imately Raleigh distributed and has a uniformly distributed
direction.

9Residence time and handoff rate are examples of mobility metrics.

B. Random Ad Hoc Link Availability

In this section, the distributions for mobile node distance and
direction are used to derive expressions for link availability
based upon different initial conditions. Assuming that link
failures are independent and the rate of node deactivation is
small relative to the rate of link failure, it is shown how the
expression for link availability can be used to derive the path
availability metric.

Corollary 1 shows how the joint mobility problem can
be transformed into an equivalent problem involving the
movement of a single node. In this section, the result of
Corollary 1, along with the distribution of the distance covered
by a single node as it moves across a cell prior to a handoff
[14], is used to derive the distribution of the availability of a
link between two nodes.

Definition 8: Let indicate the state of the link
between nodes and at time . if the link is
active, if the link is inactive.

Definition 9: Link availability is the probability that there
is an active link between two mobile nodes at time ,
given that there is an active link between them at time.
Note that a link is still considered available at timeeven if
it experienced failures during one or more intervals ;

. More specifically, for nodes and ,
link availability is defined as

Pr

Fig. 7 demonstrates the mobility of two nodes initially sep-
arated by a distance . The transformation from single node
random mobility vectors to the equivalent random mobility
vector can be derived by noting how the progression of the
distance between the nodes proceeds in an identical manner
in both cases. The movement of relative to is shown
for each epoch, along with the resulting equivalent random
mobility vector . If lies within the circular region
of radius 10 centered at , the link between the two nodes
is considered to be active.

Depending on the initial status and location of nodesand
, two distinct cases of link availability can be identified. In

the first case, the link activation is caused by the activation
of an adjacent node at time. In the second case, the link
activation is caused by node mobility, specifically, the nodes
move into range of each other at time. Assuming node
is active at time , the link availability models reflect the
following initial conditions.

1) Node activation: node becomes active at time, and
it is assumed to be at a random location within range
of node .

2) Link activation: node moves within range of node
at time by reaching the boundary defined by , and
it is assumed to be located at a random point around the
boundary.

10The transmission range of a mobile node is assumed to be bounded by
an area with a hexagonal shape of radiusR. Req � 0:91R is the radius of
the approximating circle with the same area [14].
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Fig. 7. Joint mobility transformation. (a) Joint node case. (b) Joint mobility
transformation.

Theorems 1 and 2 characterize the link availability between
two mobile nodes, and , as reflected by the initial
conditions stated above. Proofs are presented in the Appendix,
and simulation results reported in [22] demonstrate excellent
agreement with these analytical models.

Theorem 1—Node Activation:If node moves according
to a random ad hoc mobility profile , and node

activates at time within a uniform random distance from
node and moves according to a random ad hoc mobility pro-
file , then the distribution of the link availability
over time is given approximately by the following expression,
where is the Kummer-confluent hypergeometric
function11:

(7)

(8)

Theorem 2—Link Activation:Let and
be the random ad hoc mobility profiles

of node and node , respectively, and assume that and
a link activates between and at time such that is
located at a uniform random point exactly from ; then,
the link availability is distributed according to the following

11In (7), a = 1=2 and b = 2, consequently, the expression reduces to
1� ez=2(I0(z=2)� I1(z=2)).

expression, where is a modified Bessel function of the first
kind, and is defined in (8):

(9)

C. Random Ad Hoc Path Availability

Lemma 4 completes the model developed in this section by
relating path availability to individual link availabilities ac-
cording to the definition of path availability given in Definition
1, and the assumption of independent link failures.

Lemma 4: Let be the availability for link
path between nodes and , as defined in Definition 9. The
path availability at time is denoted . According to
the assumption of independent link failures, path availability
is given by

Pr

(10)

Path Availability Cost Calculation:Theorems 1 and 2
demonstrate how the link availability can be calculated,
thereby providing a link metric that represents a probabilistic
measure of path availability. This metric can be used by the
routing algorithm in order to construct paths that support a
lower bound on availability of a path over an interval of
length as specified in Definition 2. Based on Lemma 4 and
Definition 2, the availabilities of each of the links along a
path are used by the cluster protocol to determine if the
path is an path, and consequently, if a cluster satisfies
the criteria. In order to support this functionality in
an ad hoc network, the routing protocol must maintain and
disseminate the following status information for each link:

• the initial link activation time: ;
• the mobility profiles for each of the adjacent nodes:

, ;
• the transmission range of each of the adjacent nodes:;
• the event which activated the link: 1) node activation at

time or 2) nodes moving into range of each other at
time .

Based on this information, any node in an cluster can
estimate, at any time, the availability of a link at time .
This can be achieved because each node knows the initial link
activation time ; hence, link availability is evaluated over the
interval . Nodes can use conditional probability to
evaluate the availability of their own links because they have
direct knowledge of such a link’s status at time, whereas
remote nodes do not. Specifically, for an incident link that
activated at time , a node will evaluate the availability at
time , given that it is available at time .

In this section, the random ad hoc mobility model was
developed and Theorems 1 and 2 show how this model can be
used to quantify the probability that a link will be available
between two nodes after an interval of duration. Lemma
4 shows how this model can be extended to completely
characterize the availability of multihop paths across an ad
hoc network depending upon the initial status of each link
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in the path and assuming independent failures of each link.
Although it was not considered directly in these models, the
extension to include node failure or deactivation can be made
by considering the link failure probabilities conditioned on the
status of the nodes. The total probability of link failure will
then consist of the weighted contribution due to mobility and
to the failure of at least one of the nodes.

VI. SIMULATION

The performance of the cluster strategy can be
assessed according to a variety of measures that broadly fall
into two distinct categories, namely: 1) those that capture the
dynamic properties of the cluster protocol with respect
to cluster stability and protocol efficiency and 2) those which
characterize the packet level performance, such as delay and
throughput. The dynamic packet level performance depends
substantially upon the properties of the underlying routing
protocols and medium access control schemes, whereas the
inherent stability and efficiency of the cluster protocol
can be evaluated by considering the following objectives: the

cluster protocol should: 1) adapt to node mobility by
dynamically changing the cluster size according to the
criteria; 2) provide an effective infrastructure that is more
stable than the unclustered network; and 3) achieve cluster
maintenance with minimal communications overhead.

Based on the routing methodology discussed in Section III-
B, the cluster strategy reduces to a flat-routed, reactive
strategy when node mobility is very high on a persistent basis.
The dynamic traffic performance in this worst case scenario
is characterized by the performance of the intercluster routing
protocol that has previously been reported in the literature [11].
However, network dynamics will not always be this severe.
Furthermore, it is reasonable to expect that communications
among nodes that are physically close together will be typi-
cal in many ad hoc network applications. Consequently, the
probability of communications among nodes in the same or
nearby clusters is expected to be high. As demonstrated by the
simulation results reported in this section, the control message
overhead required to achieve clustering is insignificant even at
very high link failure rates. Therefore, the clustering overhead
is expected to have little effect upon delay and throughput
characteristics. Thus, the cluster strategy will be able
to provide improved traffic-level performance relative to a
reactive routing strategy—without requiring significant control
overhead.

Based upon the previous observations, a simulation model
was developed to evaluate the inherent stability and efficiency
of the cluster protocol. Specifically, the simulation
was used to measure the strategy’s effectiveness in terms of
mean performance metrics including the mean cluster size, the
probability of a node being clustered, the mean node residence
time within a given cluster, the mean cluster survival time, and
the per-node control message processing rate. The remainder
of this section discusses the simulation model and presents
analysis of the results.

The simulation was developed to model an ad hoc network
in which nodes activate and deactivate according to exponen-

tial distributions. Once active, each node moved according to
the mobility model presented in Section V of this paper. A
range of node mobility with mean speeds between 5.0–25.0
km/h was simulated. The speeds during each mobility epoch
were normally distributed, and the direction was uniformly
distributed over (0, 2) [11]. Each node changed its speed
and direction at random times. Although the simulation and
the analytical models for link availability support distributions
which include random pause times [4], this performance
evaluation assumed nodes to be in constant motion. Thus,
extreme node mobility was used to produce a maximally
dynamic environment. Link activations and failures were de-
tected through a process running on each node that modeled a
periodic link-sensing function. This was achieved by adjusting
the new positions of all the nodes in the simulation according
to their current position, speed, and direction and by checking
the distance between the sensing node and all other nodes.

The results reported in this section were based upon a
node activation rate of 250 nodes/hr. The mean time to node
deactivation was 1 h. Using an approach similar to [11], nodes
were initially randomly activated within a bounded region of
5 5 km. Nodes that moved beyond this boundary were
no longer considered to be part of the ad hoc network and
were effectively deactivated. Each node’s actions within the
boundary were determined according to the cluster
algorithm described in Section IV. An ideal link-state protocol
was assumed for the distribution of topology information
within each cluster; topology updates were sent to every
node in the cluster following any link activation or failure
detected by a clustered node according to the requirements
of Section V-C. Link availability was estimated for the entire
cluster topology by each node, following link failures or the
expiration of the node’s timer according to the methodology
presented in Section V-C. Finally, path availability was
evaluated using Dijkstra’s algorithm.

For each simulation run, data was collected by sampling the
network status once per second over an observation interval
of 1 h. The first 2 h of each run were discarded to eliminate
transient effects, and each simulation was rerun ten times
with new random seeds. Results are shown for two cases of
transmission range, namely, km and
km. For the case of km, results are shown for

using two values of , 1 min and 5 min. For the
case of km, results are shown for minusing
two values of , 0.4 and 0.2, respectively. These values,
although not comprehensive, demonstrate a wide range of
possible values for the system parameters. Furthermore, the
node mobility model is intended to demonstrate the behavior
of clustering under the worst-case scenario, as typified by
the totally random movement of nodes over a wide range
of speeds. Subject to these harsh conditions, it is physically
impossible to achieve significantly high probabilities of path
availability. Consequently, relatively low values were used for

in the simulations. While this limits the path availability
bound that can be guaranteed, the simulation results show that
it does not effect cluster stability.

Fig. 8(a) and (b) shows the effects of mobility on mean
cluster size. The results show the adaptive property of the
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(a)

(b)

Fig. 8. Simulation results. (a) Cluster size (Req = 1000 m). (b) Cluster size (Req = 500 m).

cluster algorithm and also the significant effect due to
the nodes’ effective transmission range. It is worthwhile to
point out that it is unlikely that very low range transmitters
could effectively be used in ad hoc networks with nodes
moving at high rates of speed unless the nodes are moving
together. These results demonstrate a desirable feature of the

cluster protocol, namely, that it adapts cluster size to
node mobility. Specifically, it maintains larger clusters under
lower mobility to benefit from more optimal routing, while
reducing cluster size in response to greater mobility.

Fig. 8(c) and (d) shows the effects of mobility on the
probability that a node is clustered. The results demonstrate
a desirable property of the cluster protocol, namely,
that nodes still remain clustered with high probability even at
high rates of mobility. It is interesting to observe the effects
of the system parameters on this metric. Specifically, for the
case of km and the value of min, nodes remain
clustered with probability≥0.90 even at the highest mobility
rates. However, if the criteria demands paths over
a 5 min interval, then the node’s ability to achieve clustering
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(c)

(d)

Fig. 8. (Continued.)Simulation results. (c) Cluster probability (Req = 500 m). (d) Cluster probability (Req = 1000 m).

collapses above 20 km/h. For the case of km, a
similar effect is observed for variations in. Lower values of

permit nodes to cluster more easily, although referring to
Fig. 8(b) shows that the clusters are significantly smaller.

Fig. 8(e)–(h) demonstrates additional stability properties of
the cluster. Residence time is defined as the time a
node remains resident in a given cluster. Longer residence
times are desirable, although taken in conjunction with the
probability of being clustered, smaller residence times can
still be acceptable in terms of system performance. This is

true because the overhead of clustering in the cluster
strategy is minimal. The enormous jump in residence time at
25 km/h observed in Fig. 8(e) is due to the very low probability
of a node actually being clustered at that rate; therefore, the
number represents a very small portion of the nodes in the
network. Had the simulation included pause times, it is likely
that cluster residence times would increase substantially.

Cluster survival time was measured by taking the amount
of elapsed time each currently active cluster had existed at
each sampling instant. Thus, it represents a measure of cluster
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(e)

(f)

Fig. 8. (Continued.)Simulation results. (e) Residence time (Req = 500 m). (f) Residence time (Req = 500 m).

lifetime. A stable cluster topology should have relatively long
cluster lifetimes. The link failure rates that were observed
in these simulations range from less than 1 failure/s at the
lower mobility to upwards of 2–3 failures/s at the higher rates.
Similar rates were observed for link activations. Given the high
rates of link failure that were observed, the cluster survival
times shown in Fig. 8(g) and (h) are reasonable.

Finally, the rate of control messages processed per node,
as depicted in Fig. 8(i) for km (similar results
were seen for km), provides a measure of the

efficiency of the cluster algorithm. This was measured
by counting the number of routing updates, including those
required to join and leave clusters, that were processed by
each node every second. It is interesting to observe that the
algorithm essentially protects the nodes from the effects of
topology changes as node mobility increases. The shape of
the curve can be explained as follows: the initial increase in
the received message rate is due to the substantial increase
in topology changes. Although the cluster size is diminished,
it is more than compensated for by the increased rate of
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(g)

(h)

Fig. 8. (Continued.)Simulation results. (g) Cluster survival (Req = 1000 m). (h) Cluster survival (Req = 500 m).

node clustering activity and topology changes. Finally, the
algorithm’s adaptive property drives the message rate down
by reducing the cluster size significantly as mobility increases
beyond 10 km/h.

In this section, a simulation model was developed in order
to show the effectiveness of the cluster strategy in
terms of its inherent properties, namely, adaptiveness to node
mobility, cluster stability, and protocol efficiency. The results
demonstrate that the scheme performs well and is well adapted
to meet its stated objectives in the environments for which it
has been designed to operate.

VII. CONCLUSIONS

The cluster framework defines a strategy for adap-
tively organizing ad hoc networks into clusters in which the
probability of path availability between nodes is bounded
over time. The purpose of this dynamic arrangement is to
support an adaptive hybrid approach to routing that is efficient
under all conditions and yet can achieve more optimal routing
when mobility patterns favor it. The concept of the
path was introduced and analytical models were developed
that show how these paths can be evaluated. The
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(i)

Fig. 8. (Continued).Simulation results. (i) Message rate (Req = 1000 m).

criteria was defined that specifies the conditions required
for the management of clusters. Finally, an algorithm
was described that efficiently maintains the cluster topology
with very little additional processing or internodal coordina-
tion. Simulation results show the inherent adaptive properties
and stability of the cluster protocol. Based upon the
proposed routing methodology it was argued that existing
reactive routing strategies provide a lower bound on the traffic-
level performance of the cluster strategy and that in
most cases the performance will be improved. Future work
includes detailed analysis of traffic-level performance and
adaptation of admission and connection control algorithms to
support probabilistic QoS guarantees using the cluster
framework.

APPENDIX

This appendix presents proofs of Theorems 1 and 2 that
characterize the link availability between two mobile nodes.
Refer to Section V-B for statements of the theorems.

Proof of Theorem 1:The analysis in [14] presents the
derivation of the distance that a mobile node must travel
before reaching the boundary of a cell when the mobile moves
in a random uniform direction over (0, 2). If the cell has
an effective radius of , and the mobile is initially located
anywhere within the cell with equal probability, then the pdf
of the distribution of this distance is

According to the analysis in Section V-A, the joint mobility
problem can be transformed into a single node mobility
problem. Assume that node is located at the center of a
circular region of radius and that node is located

Fig. 9. Node activation model.

within a uniform random distance along a
uniform random trajectory angle over (0, 2). The equivalent
direction of is uniform over (0, 2 ), and the distance

moved in time is approximately Raleigh distributed.
In the node activation case, is assumed to activate at time

anywhere within a distance of from with equal
probability. Fig. 9 illustrates the relationship among these
variables. Consequently, the probability thatis still within a
distance of at time is the probability that the equivalent
distance it travels in that time is less than the distance to the
boundary of the approximating circle given by the distribution
of . This probability is equivalent to the link availability as
expressed in Definition 9

Pr (11)

This probability can be evaluated using the result of Corol-
lary 1 and the distribution of by conditioning on .
The integral is evaluated by expanding the coefficients of the
exponential and integrating term-by-term. In what follows, let
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and are
Pochhammer symbols: .

is defined in (8)

Pr

Pr

Pr

(12)

The expression in (12) is the hypergeometric series, which is
the series expansion for the confluent hypergeometric function

.
Proof of Theorem 2:The analysis in [14] presents the

derivation of the distance that a mobile node entering a cell
must travel before reaching the boundary of the cell when the
mobile moves in a random uniform direction. Reflecting the
assumption that the mobile is entering the cell, the direction of

is random uniformly distributed over (0,). The value for
along any other trajectory must be zero since the mobile would
never enter the cell. Consequently, the pdf of the distribution of

is conditional with respect to and is given by

In transforming the joint node mobility problem into a
single-node fixed-reference mobility problem, nodemoves
in an equivalent direction that is uniform over (0, 2), and
node remains in a fixed position. Over an interval of length
, the distance moved by node relative to node

is approximately Raleigh distributed. Fig. 10 illustrates the
relationship among , and .

Proceeding in the same manner as in the derivation of
Theorem 1, the link availability is determined according to
(11). However, the direction of node is uniform over
(0, 2 ), whereas the direction of is uniform over (0, ).
Consequently, conditional probability must be used to solve
the link availability problem, as follows:

Pr

Pr Pr

Pr Pr

(13)

Fig. 10. Link activation model.

The conditional distribution of for can
be determined as follows, where is defined in (8):

Pr

Pr

Pr

(14)

The distribution of node ’s trajectory is uniform over
(0, 2 ). Consequently, the probability that the trajectory is
in the range (0, ) is exactly 0.5. Furthermore, since the
value of over ( 2 ) is zero, the conditional probability
Pr is equal to zero. Based on
these observations, (13) reduces to the following expression,
which combined with (14), yields the final result that according
to (11) is the link availability:

Pr Pr
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