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A Peer-to-Peer Zone-Based Two-Level Link
State Routing for Mobile Ad Hoc Networks
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Abstract—A new global positioning system (GPS)-based routing heads and gateway nodes, have a higher computation and
protocol for ad hoc networks, called zone-based hierarchical link communication burden than other nodes. Hence, the mobility
state (ZHLS) routing protocol, is proposed. In this protocol, anagement is complicated. The network reliability may also

the network is divided into nonoverlapping zones. Each node . . . -
only knows the node connectivity within its zone and the zone be affected due to single points of failure of these critical

connectivity of the whole network. The link state routing is Nodes. However, control messages may only have to propagate
performed on two levels: local node and global zone levels. Unlike within a cluster. Thus, the multilevel hierarchy reduces the

other hierarchical prOtOCO|S, there is no cluster head in this Storage requ"'ement and the Communlcatlon Overhead Of |arge

protocol. The zone level topological information is distributed to \\;-ajes5 networks. On the contrary, in flat architectures, all
all nodes. This “peer-to-peer” manner mitigates traffic bottleneck,

avoids single point of failure, and simplifies mobility management. Nodes carry the same responsibility. Flat architectures are
Since only zone ID and node ID of a destination are needed for not bandwidth efficient in large networks because control
routing, the route from a source to a destination is adaptable messages have to propagate globally throughout the network.
LO ‘;Zﬁg?rilngort%pgggé’énﬂ:ee Sggteto'DeV%fr thz%r?eesginrgﬂlc;r:i(ii IZESI?S The scalability gets worse when the number of nodes increases.
szow thatgour location segrch schemeygenerates less overhead In proactive sghemes, evgry node continuously maintains
than the schemes based on flooding. The results also confirmth€ complete routing information of the network. When a node
that the communication overhead for creating and maintaining needs to forward a packet, the route is readily available; thus,
the topology in the proposed protocol is smaller than that in the there is no delay in searching for a route. However, for a highly
flat LSR protocol. This new routing protocol provides a flexible, —qynamic topology, the proactive schemes spend a significant
efficient, and effective approach to accommodate the changing . . .
topology in a wireless network environment. amolunt.of scarce wireless resource in keeping the complete
o routing information current. The proactive protocols such as
Index Terms—Ad hoc networks, global positioning system g |ink state routing (LSR) protocol (open shortest path first)
(GPS), hierarchical routing, link state, packet radio, routing, . .
zone routing. [5] and the dlstance. vector routing .protoco_l (Bellman—Ford)
[5] were never designed to work in mobile networks [6].
They do not converge fast enough for the rapidly changing
|. INTRODUCTION topology. Other distance vector routing protocols such as
mobile ad hoc network is a self-organizing and rapid|§he destination-sequenced distance vector routing protocol
deployable network in which neither a wired backbonf’] and the wireless routing protocol [8] were proposed to
nor a centralized control exists. The network nodes cor@liminate the counting-to-infinity and looping problems of
municate with one another over scarce wireless channelsthy¢ distributed Bellman—Ford algorithm. On the other hand,
a multihop fashion. The ad hoc network is adaptable i reactive schemes (e.g., the ad hoc on-demand distance
the highly dynamic topology resulting from the mobility ofvector routing protocol [9], the temporally ordered routing
network nodes and the changing propagation conditions. algorithm [10], and the dynamic source routing protocol [11]),
Various design choices for ad hoc networks are discussgedes only maintain the routes to active destinations. A

in [1]. They are: route search is needed for every new destination. Therefore,
1) flat versus hierarchical architectures; the communication overhead is reduced at the expense of
2) proactive versus reactive schemes. dEIay due to route search. Furthermore, the rapldly Changing

In hierarchical architectures (e.g., the hierarchical spifi@P0l0dy may break an active route and cause subsequent route

i ' h.
routing protocol [2], [3]) the detail of the network topology>¢2'¢ _ _ .
is concealed by aggregating nodes into clusters and clusterki@as and Pearlman proposed a hybrid reactive/proactive

into superclusters and so on [4]. Some nodes, such as cluSfgeme called zone routing protocol (ZRP) [12]-14]. Other ad
hoc routing protocols can be found in [15]-[18]. In ZRP, each
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bordercasting a route query to all the source’s peripheral nodes,
which in turn bordercast the query to their peripheral nodes and 5
so on if the destination is not within their respective routing 4 1|2
zones. Once the destination is found, a route reply is echoed .\
A

back to the source. The ZRP path, which consists of a list e
of peripheral nodes between the source and the destination, is o a t
.
3

“‘L L&‘

stored in the packet header or cached in the queried peripheral

nodes. Any change in the peripheral nodes may render another

route discovery. i
We propose a “peer-to-peer” hierarchical routing proto-

col, zone-based hierarchical LSR protocol (ZHLS), which'9- 1 Node level topology.

incorporates location information into a novel peer-to-peer

hierarchical routing approach. The network is divided into 9 5 6

nonoverlapping zones. Aggregating nodes into zones conceals ‘

the detail of the network topology. Initially, each node knows ’

its own position and therefore zone ID through global position- 4 1 2

ing system (GPS). After the network is established, each node \ \

knows the low level (node level) topology about node connec- -

tivity within its zone and the high level (zone level) topology ;

about zone connectivity of the whole network. A packet is \

forwarded by specifying the hierarchical address—zone 1D

and node ID—of a destination node in the packet headé&ig- 2. Zone level topology.

Unlike other hierarchical protocols, there are no cluster heads

distributed to all node; (!.e., in a peer-to-peer manner). Thigsaster rescue operation, tactical military communication, and
peer-to-peer characteristic avoids traffic bottleneck, prevemdgy enforcement, do not permit such measurements. In such

single point of failure and simplifies mobility managementases, a simple geographic partitioning has to be used.
Similar to ZRP, ZHLS is a hybrid reactive/proactive scheme.

It is proactive if the destination is within the same zone of m
the source. Otherwise, it is reactive because a location search ) _ _
is needed to find the zone ID of the destination. However, WO l€vels of topology are defined in ZHLS: node level
unlike ZRP, ZHLS requires GPS and maintains a high leviPology and zone level topology. If any two nodes are within
hierarchy for interzone routing. Location search is performdf® communication range, a physical link exists. The node
by unicasting one location request to each zone. Routing'§€! topology (Fig. 1) provides the information on how the
done by specifying the zone ID and the node ID of thgodes are connecte_d together by these physical links. For
destination, instead of specifying an ordered list of all tfgx@mple, in Fig. 1, if node: wants to send a data packet
intermediate nodes between the source and the destinatf@n0def, the data has to pass throughb——f. If there is
Intermediate link breakage may not cause any subsequéHeaSt one.physmal link connecting any two zones, a virtual
location search. Since the network consists of nonoverlappifigf< then exists. The zone level topology (Fig. 2) tells how
zones in ZHLS, frequency reuse is readily deployable the zones are connected by these virtual links. For example, in

ZHLS. The rest of this paper further elaborates this nefi9- 2, the virtual links between zoreand zones are4-1-3.
routing protocol. We wiill see later in Section VI how a node uses the node level

topology to route a packet within a zone and how it uses the
zone level topology to route a packet between the zones.
Il. ZONE MAP To facilitate this hierarchical LSR protocol, each node
L . receives two types of link state packets (LSP’s): node LSP’s
The network is divided into zones under ZHLS. A nodend zone LSP’s. The node LSP of a particular node contains a

knows its physical location by geolocation techniques Su?{st of its connected neighbors and is propagated locally within

. HIERARCHICAL STRUCTURE OFZHLS

PS; then, i n rmine its zone ID mapping i . ) )
as GPS; then, it can dete e its zone by mapping |§ zone. The zone LSP contains a list of its connected zones

physical location to a zone map, which has to be worked 7
out at the design stage. The zone size depends on facf%?g is propagated globally throughout the network.

such as node mobility, network density, transmission power,

and propagation characteristics. The partitioning can be based
on simple geographic partitioning or on radio propagation As mentioned in Section Il, each node deploys a geolocation
partitioning. The geographic partitioning is much simpler anahethod to find its physical location and determines its zone ID
does not require any measurement of radio propagation chiay-mapping its physical location to the zone map. Equipped
acteristics, whereas the radio propagation partitioning is moséh this zone ID, the node can start the intrazone clustering
accurate for frequency reuse. Radio propagation partitioniagd then the interzone clustering procedures to build its routing
is preferable if a propagation measurement can be done at téiales.

IV. CLUSTERING
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A. Intrazone Clustering 5

Each node asynchronously broadcasts a link request. Nodes
within its communication range in turn reply with link re- d
sponses(node ID, zone ID. After all link responses are av?
received, the node generates its node LSP that contains the
node ID of its neighbors of the same zone and the zone ID of g ¢
its neighbors of different zones. For example, in Fig. 1, nodes
b, ¢, and d are nodea’s neighboring nodes, and zorkis 3
its neighboring zone. It then propagates its node LSP locally @
throughout its zone via intermediate nodes. Since each node
performs this procedure, a list of node LSP’s, such as the one 5
shown in Table I, can be stored in every node. However, nodes
LSP’s from other zones will not be stored because nodes LSP’s d 12

are only propagated within their zone. The intrazone clustering Xb

procedure is depicted in Fig. 3(a)—(d).

After receiving all node LSP’s of the same zone, each
node will know the node level topology of that zone. The
shortest path algorithm is used to build its intrazone routing 3
table. Table 1l shows an example of the intrazone routing table
of node a. Due to node mobility and channel fading, the ()
previous procedure has to be performed periodically to detect
and update any change in the physical links. If a node moves
to another zone, its node LSP would be left in its old zone. 41 4 1) 2
So, a timer is set for each received node LSP, and any expired b
one will be deleted.

B. Interzone Clustering

Nodes may receive link responses from the nodes of their
neighboring zones. These nodes are called gateway nodes. As (©
shown in Fig. 1, nodes, ¢, ¢, and f are gateway nodes of zone
1. Since node LSP’s contain the zone ID’s of the connected
zones, each node will know which zones are connected to its 4 4 , 1
zone. For example, based on the node LSP’s in Table |, zones . o
2, 3, and4 are connected zones of zoheAt the initialization {
stage, after making sure that all node LSP’s are received, o
each node of the same zone generates the same zone LSP. g CT
The gateway nodes then broadcast the zone LSP throughout l
the network. Since every zone performs this procedure, a list j
of zone LSP’s, identical to the one depicted in Table I, is @

stored by every node. So every node will know the zone Ievg_l . usteri dure. (2) Nadbroad ik
ig. 3. Intrazone clustering procedure. (a roadcasts a link request
tOpqlo_gy of the _network' . to its neighbors. (b) Node receives link responses from its neighbors. (c)
Similar to the intrazone clustering, each node can determikgde « generates its own node LSP and broadcasts it throughout the zone.
its interzone routing table of the network from the zone LSP’§l) All nodes perform the previous steps asynchronously.

The interzone clustering procedure is depicted in Fig. 4(a)—(b).

N
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. TABLE |
After_each node receives all zone LSP’_s, the shortest path NODE LSP's IN ZONE 1
algorithm is used to find the shortest path in term of zone hops
and build the interzone routing table. The interzone routing Source Node LSP
table of nodea is shown in Table IV. hedd
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a
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The previous procedure repeats periodically. However, the
gateway nodes will not broadcast a zone LSP if its value is the
same as the old one’s. This takes advantage of the infrequent
change in the virtual links and therefore reduces the amount
of traffic. Moreover, unlike the node LSP’s, no timer is set for
zone LSP’s. The zone LSP is updated only when any virtudifferent gateway nodes of the same zone. After forwarding
link is broken or created. the first one, the node will not forward the second one, as it is

Duplicate copies of zone LSP will not be forwarded. Foidentical to the first one. Therefore, even though there may be
example, a node receives two zone LSP’s originated fromore than one gateway node in a zone, only one zone LSP is

R0 o R
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TABLE || and the ZHLS. Consider a network witN nodes. In LSR,
INTRAZONE ROUTING TABLE OF NODE @ each node will generate one LSP, and every other node has to
Destination Next node forward it once. Therefore, the total amount of communication
overhead generated by LSRR is
b )
< ¢ Stsr = N? messages (1)
e b
f b In ZHLS, the network is partitioned intd/ zones. As-
2 b suming that the nodes are distributed evenly throughout the
j ; network, each zone will havéN/AM) nodes. The amount
. of communication overhead of node LSP%.4. becomes
TABLE Il (N/M)? per zone orM(N/M)? = N?/M in the network.

ZONE LSP's As each zone generates one zone LSP and every node has
to forward all zone LSP’s once, the amount of communica-

W tion overhead of zone LSP’S,.,. becomesNM. So, the
2 16 total amount of communication overhead generated by ZHLS
3 17,8 SzuLs IS
4 1,9
g g’i Szars = N?/M + NM messages 2)
7 3
8 3 It can be shown thabyyyg is always smaller that$y sg,
9 4.3 for 2< M < N/2. The number of zones will affect the com-
munication overhead generated by ZHLS. When the number
s 9 5 6 of zonesM increasessSy,oq. Will decrease, an®,,n will in-
4\, b 1, 2 - crease. The minimurfizys is achieved whedSzyrs/dM =
‘f\a,/‘\;:L’h . ; 2‘ 0 [it is @ minimum value agl?Szurs/dM? = 2N? /M? > 0].
P \\ S Therefore, the optimal number of zones to achieve the min-
o Y ;77.1 imum Szurs IS
o N E :
K 3 0= dSzurs _ N_ N Moy = VN 3)

dM M2

opt

@ (b)

Fig. 4. Interzone clustering procedure. (a) Gateway nodes broadcast zémed the minimumSzprs is
LSP’s throughout the network. (b) Virtual links between adjacent zones are

established. SunLsy = 2N%/? messages (4)
TABLE IV A simulation in Section VII-A illustrates that the ZHLS
INTERZONE ROUTING TABLE OF NODE « . . .
routing protocol generates less communication overhead than
Destination zone Next Zone Next Node the flat LSR protocol.

2 b

B. Communication Overhead Induced by Node Mobility

Locally propagated node LSP’s are generated if the physical
link between any two nodes creates or breaks due to node
movement. On the other hand, globally propagated zone
LSP’s are generated only when the number of physical links

generated from this zone. As the network spans a large ar%%{jnecting any two_zones increases_from zero or decreases
zone LSP may not be received in the same order as they §e#€r0- The zone size of a network is chosen such that the
sent. So, a time field is added to the zone LSP's, i.e., the zdhé¥rage number of physical links connecting two zones is
LSP's are source sequenced. Since zone LSP's may be §BHFh higher 'than Zero, i.e.,' the chance of having no physical
by more than one gateway node, the clocks of the nodes in kS connecting two zones is small. Therefore, we expect that
same zone have to be synchronized. The local synchronizapf fransitions between the state of having no physical link and
is readily available if GPS is used. If the received zone LSP*8at of having physical links are infrequent, and the zone level

O Co N DN A W
NIV UV N N NPV Y
g o O oo g O

are out of order. obsolete zone LSP’s are deleted. topology is relatively robust to node movement compared to
the node level topology. A simulation in Section VII-C shows
V. MATHEMATICAL ANALYSIS how the number of physical links connecting two zones varies

with various system parameters, such as number of nodes,

communication range, and zone size. Assuming that, in the flat
It is noteworthy to compare the communication overheddSR protocol [5], the percentage of nodes generating LSP’s

for creating the topology between the flat LSR protocol [Sh one clustering cycle due to changes in physical links is

A. Communication Overhead for Creating Topology
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pLsr, the total amount of communication overhead induced | |

e | - 9 | .. 5 6

by mobility in LSR K1 sg becomes 5 ! i,

4 1] i
Kisr = N*prLsr messages/cycle (5) < b | 2 ' y ; ,
y

We also denote the percentage of nodes generating node //‘(7 g 4 i i?
LSP’s in one cycle due to changes in physical links to be g'/ “ e O . i
Pnode @nd that of zones generating zone LSP’s in one cycle B ! ! 8 3 7|
to be p,one. Therefore, the total amount of communication 3 |
overhead induced by mobility in ZHLK zx1s is J |

Fig. 5. Routing path i uses the interzone routing table, and path ii uses
intrazone routing table.

Kznis = N*pnode/M + N Mp,on. Messages/cycle(6)

Since the zone level topology is more robust than the node
level topology,psone < Prode = prsr- Thus zone X zone D |
d

Kznrs < N?prsr/M + NMprsg < N?prsr = Krsr. ol B

Our simulation in Section VII-A illustrates that the com-
munication overhead for maintaining the changing topology
in ZHLS is much smaller than that in LSR. Thus, hierarchical
routing reduces the overhead induced by mobility. ) “

S
zone S|
VI. LOCATION SEARCH AND ROUTING MECHANISM @
a
In the current IP protocol, routing is designed to be hi-
erarchical [5]. The network is partitioned into different sub- zone X zone D
networks. Since the nodes in the IP network are stationary, dA

each node is associated with a hierarchical IP address, which
contains a fixed subnet ID. Similarly, in ZHLS, the network
is partitioned into zones. However, the mobility of the nodes
forbids us from associating them with fixed zone ID’s. There-
fore, a source needs to search for the zone ID of a destination
node before any data transmission can start.

For example, node wants to send data to node(Fig. 5). Zgnes
Before sending data to node nodea will check if node »
exists in its intrazone routing table. If so, nodewill route
the data to node: according to its intrazone routing table.
Otherwise, node is in a different zone and nodewill send
a location requesta, 1(a’s zone ID), z, X) to every other  Even if the node level or the zone level topology changes
zone X. Each intermediate node routes the location requeditiring the data transmission, routing can still be done properly.
destined for zoneX to zone X according to its interzone For example, the zone level topologies at times t1 and t2
routing table. The path from nodeto zoneX is adaptable to are shown in Fig. 6(a) and (b), respectively. Nodes in zone
changing topology. A gateway node of each zone will receivE can still route the data to nodé even though one of
the location request and check its intrazone routing table ttee virtual paths between zon¥ and zoneD (zone ID of
see if nodez exists in its zone. ZHLS does not limit onenoded) is broken at the time of transmission. Moreover, the
gateway node per zone. This avoids single point of failure. packet is sent properly even if nodehas slightly outdated
gateway node in the same zone of nod&vill reply with a interzone information because only zone ID and node ID of
location responséz, 5 (z's zone ID),q, 1). As we will show a destination are needed for routing; the route is adaptable to
in Section VII-E, this search incurs a much smaller amoudinamic topology. On the contrary, in the DSR protocol [11],
of overhead than a corresponding search—flooding—in thesubsequent search has to be performed to find a route again
dynamic source routing protocol (DSR) [11] and the ad haghenever the current route is broken due to node mobility.
on demand distance vector routing protocol (AODV) [9]. It is possible that more than one cluster exists within a

The zone ID §) and the node ID(z) are then specified zone even if the zone size is chosen according to the typical
in the data header. Node will route the data via nodg to transmission range of a node. For example, there may be a
zone5 according to its interzone routing table (Table 1V). Alllarge obstacle such as a hill, a building, etc., in the zone that
intermediate nodes, except those in zé&neoute the data to blocks radio communication. As shown in Fig. 7, there are two
zone5 according to their interzone routing tables. When theusters in the same zone. Every node will receive two zone
data reaches zong the intermediate nodes will instead us&.SP’s from zonel. To identify them, one additional field, the
their intrazone routing tables to route the data to nede smallest node ID, is added to the zone LSP. In Fig. 7, every

(b)
Fig. 6. Virtual backbone changes. (a) Time t1. (b) Time t2.
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TABLE V
CoMPARISON OF COMMUNICATION OVERHEAD GENERATED IN ZHLS AND THAT IN LSR UNDER DIFFERENT
NumBeR OF NoDES V. THE NETWORK IS PARTITIONED INTO NINE ZONES (M = 9) IN THE CASE OF ZHLS

No of ZHLS LSR
nodes N1 7one LSP Sione Node LSP Spode Total LSP Szus LSP Sisr
simulation | predicted | simulation | predicted | simulation | predicted | simulation | predicted
result result result result result result result result
NM N/m NM +N/M N?
100 879 900 1136 1111 2015 2011 10000 10000
200 1765 1800 4576 4444 6341 6244 40000 40000
300 2669 2700 10248 10000 12917 12700 90000 90000
400 3558 3600 18200 17778 21758 21378 160000 160000
500 4454 4500 28262 27778 32716 32278 250000 250000
cation overhead varies with the number of nodesThe nodes
5 are randomly located inside a square of length 99 units. Each
4, 1] 2 node has a communication rangef 20 units. In the case
. ﬁ of ZHLS, the network is parti_tioned into nine_ square zones
N e h (M = 9), each of length 33 units. We run the simulation from
g.//lj; I-CK: N =100 to N = 500. Table V shows the simulation results
C(/f i apd theT results predicted in (1) and (2). It illustrates that the
simulation results match with the predicted results. We also

observe thatS,,,. varies linearly withV, whereasS,,,q. and
Spsgr vary with N2. Most importantly, the total amount of
communication overhead generated in ZHLS is much smaller
than that generated in LSR.

node receives two zone LSP’s—L9Pa and LSP1.c—with We now study the effect of the number of zongson the
different zone connectivity information from zorei.e., zone communication overhead generated in ZHLS. We have shown
1 is split into zonesl.a and 1.c. The rest of the processingthat Speae = N?/M and S,one = NM. When M increases,
will be the same except that the zone field will have one mof&.d. Will decrease whereas; . will increase. According
subfield. to (3) and (4), the minimum oBzurs is 2N%/2 when the
number of zones is/N. In our simulation, the network has
500 nodes, each with a communication range of 20 units. The

) ) o network is within a square of 100 units. Table VI shows how
Hierarchical approach reduces the communication and the ¢ andSyzu;s vary with different number of zones

storage requirements significantly [19], [20]. In this sectioys \with N = 500, Moy, = /N ~ 22. Our simulation results
we will compare the amount of communication overhead fQhow that,,, is 25.

building the topology in the ZHLS and the amount in the

flat LSR [5]. Since hierarchical routing is used in ZHLS,

the path to a destination may be suboptimal. We will study. path Length

the impact on path length when ZHLS is used. Also, it is
crucial to know whether the zone level topology is robu%sv
under a dynamic topology. If the zone level topology rarel%
changes, a small number of globally propagated messag??nsgth is affected when ZHLS is used
are generated. In addition, hierarchical approach reduces t The Maisie [21], [22] simulation is added with the function-
amount of communication overhead induced by node mOb”it%ity of finding botr,1 the ZHLS path and the LSR path between

We will compare the amount of communication overhea : : .
e}/ery pair of nodes in the network and counting the corre-

induced by node mobility generated in ZHLS and the amounponding path lengths. In the simulation, the network is within

generated in LSR. Finally, we will investigate the amount 0§L§’quare of 99 units and is partitioned into nine zones in ZHLS.
i

overhead generated in the_Iocatlon search S(_:heme of ZHi e hundred nodes are randomly located inside the network.
and compare the amount with that generated in the DSR [JF% 8 shows the distributions of path lengths between every
and the AODV [9]. > .
pair of nodes in the network for ZHLS and for LSR under

various communication ranges Our results show that a
suboptimal path is rendered in ZHLS. The average path lengths

A Maisie [21], [22] simulation is developed to count theof ZHLS and LSR in the network are shown in Table VII.
amounts of communication overhead for creating the topologye average path increases by about 15% when ZHLS is
in ZHLS and in LSR. First of all, we study how the communiused. We run the simulation again for a network with 100

A

Fig. 7. More than one cluster in one zone.

VII. SIMULATION

Hierarchical routing may give a suboptimal path between
0 nodes, and so the length of ZHLS path may be higher
an that of LSR path. In this section, we study how the path

A. Communication Overhead for Creating Topology
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TABLE VI
THE AMOUNTS OF ZONE LSP OVERHEAD Szone, NODE LSP OVERHEAD Spode, AND TOTAL
OVERHEAD Sz1i1.s UNDER DIFFERENT NUMBER OF ZONES M. THE NuMBER oF Nobes N Is 500

No of Zone LSP S;one Node LSP S,oq0e Total overhead Sz s
Z0Nes | simulation | predicted result | simulation predicted result simulation predicted
M result NM result NY/M result NM+NY/M
4 1786 2000 62958 62500 64744 64500
9 4454 4500 28262 27778 32716 32278
16 7992 8000 16130 15625 24122 23625
25 12500 12500 10600 10000 23100 22500
36 18000 18000 7304 6944 25304 24944
49 24500 24500 5526 5102 30026 29602
30000
25000 |
é 20000 e
E‘ 15000 !
S 10000 - AN |—w—2RLS |
= 5000
12 3 456 7 8 9 1011121314 1516 17 18 19
path length
(@)
2
§ | —e—LSR ‘
5 | —m—ZHLS |
2 20000
: i \W
0 e
123 456 7 8 910111213 14151617 18 19
path length
(b)
100000
@ 80000 - ﬁ\;
‘g 60000 & E+LSR
S 40000 [ﬂ
8 20000 -
0 ‘ ‘
123 4567 8 91011121314 151617 1819
path length
(©

Fig. 8. Distribution of path lengths between every pair of nodes in the network. For a network of 500 nodes, there are 250000 paths. (a) Communication
range = 10 units. (b) Communication range = 20 units. (¢) Communication range = 30 units.

nodes. Table VIII shows the simulation results. The average Stability of Zone Level Topology

path increases by around 13% when ZHLS is used. Therefore,

the impact on the path length by ZHLS is not significant. ~ We write a simple MATLAB program to study how the
Another interesting result is that the average path length mber of physical links connecting two neighboring zones

ZHLS increases only slightly from 3.81 to 4.39 (fbe= 20) Vvaries with the number of node¥ and the communication

and from 2.65 to 2.81 (fof = 30) when the number of nodesrangel. The network is within a rectangle of size 160200

decreases from 500 to 100. Thus, the number of nodes hasnits and is divided into two square zones, each of length 100

small impact on the path length. units. N nodes are placed randomly within the network. A
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TABLE VII
AVERAGE PATH LENGTHS OF ZHLS AND LSR IN A NETWORK OF 500 NobDES

10 7.06 7.94 12.5%
20 3.32 3.81 14.8%
30 2.31 2.65 14.7%

TABLE VI
AVERAGE PATH LENGTHS OF ZHLS AND LSR IN A NETWORK OF 100 NoDES

e average LSR
Comr;::lt;atlon path length a\ll::‘agzﬁ ﬁELhi psa)th % of increase
9 {in hops) gl P
20 3.91 4.39 12.3%
30 2.48 2.81 13.3%
1.0 0.8 i
communication range 10 units
10 units L J
0 —7 B 30 04 20 %0
0.8 : . 0.4 - : . ;
20 units 20 units
o ! ol" ‘ 5 ' ol 5o 70 3
0.2 30 06 : :
40 units L 40 units 1
] Hl“ll“lll. . L u ]
0 0 : 15 30 0 0 40 80
Number of Physical Link Number of Physical Link

() (b)

Fig. 9. Probability density function of physical links connecting two zones. The network is within a rectangle of size 200 units and is divided
into two square zones, each of length 100 units: (a) 20 nodes. (b) 40 nodes.

physical link connects any two nodes if the distance betweéR1sr). A network of N nodes is within a square of length 99
them is less tharl units. Then, we count the number ofunits. Each node has a communication rahgé€20 units and
physical links(m) connecting nodes of different zones. Weode mobility» of 4 units/cycle. When a node locates(aty)
repeat the process 20 000 times. From the result, we can fagfmimetth cycle, it will move to(z+Az, y+Ay) at timet+-1th
the probability density function (pdf) of having: physical cycle, whereAz and Ay are uniformly distributed within
links between two zones. [~v, +v]. In the case of ZHLS, the network is partitioned into
We run the simulation forV. = 20 and N = 40 and for 57 _ 9 square zones, each of length 33 units. First of all, we
[ = 10,1 = 20, and! = 40 units. Fig. 9 illustrates how the pdf compare the impacts on the topology in ZHLS and in LSR

of phy?ica' links deper_1ds on the ””mbef of nodeand the_ induced by node mobility as well as the associated overhead
communication rangé It is observed that higher node dens'%nger different number of nodes. The simulation is run for

and higher communication range can increase the chance 0 ,
. . . . ten cycles. The average number of LSP’s and the average
having large number of physical links connecting the zones,

i.e., the probability of having no physical link connecting thgmount of communication overhead per cycle in ZHL.S a.nd
zones is small. We will see how the number of nodes and theR are calculated. Table IX shows that the communication
node mobility affect the stability of zone layer topology in th@verhead to maintain the changing topology in ZHUfS1.s)

next section. is smaller than that in LSRK.gr). This supports our claim
3 that hierarchical approach reduces the amount of overhead
D. Mobility Effect of dynamic changing topology. Moreover, the percentage of

The Maisie [21], [22] simulation is extended to supporzones generating zone LSP’s due to node mobiljiyose)
mobility. It counts the amount of communication overheai$ always smaller than that of nodes generating node LSP’s
induced by node mobility in ZHL$Kznr,s) and that in LSR  (pnode) @s well as that of nodes generating LSP’s in LSR
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TABLE IX
COMPARISON OF COMMUNICATION OVERHEAD GENERATED IN ZHLS AND THAT IN LSR UNDER DIFFERENT NUMBER OF NODES V. THE
NETWORK IS PARTITIONED INTO NINE ZONES (M = 9) IN THE CASE OF ZHLS. THE MoBILITY LEVEL Is 4 UNITS/CYCLE

No of ZHLS
nolc\jles Zone Node Total SR
No of LSPs | % of zones | Overhead | No of LSPs | % of nodes | Overhead Overhead No of LSPs | % of nodes Overhead
Nzone generating Kzone generating nisr generating
LSPS Pzone Mnode LSPS Prode Knode Kanis LSPs p.sr Kis
Mzonel M finoaelN MsIN
100 54 60.00% 527 824 82.40% 946 1473 86.7 86.70% 8670
200 1.6 17.78% 316 195.7 | 97.85% 4432 4748 196.7 98.35% 39340
300 0.8 8.89% 238 298.0 | 99.33% | 10096 10334 298.1 99.37% 89430
400 0.4 4.44% 160 399.7 | 99.93% | 18051 18211 399.9 99.98% 159960
500 0 0% 0 499.8 | 99.96% | 28095 28095 499.9 99.98% 249950
TABLE X

COMPARISON OF COMMUNICATION OVERHEAD GENERATED IN ZHLS AND THAT IN LSR UNDER DIFFERENT
LEVELS oF NopE MoBILITY ». THE NETWORK CONTAINS 100 NoDES AND |s PARTITIONED INTO NINE ZONES

Mobility Zone LSP Node LSP
level No of LSPs | % of zones generating Overhead K, No of LSPs % of nfggz g(:(::rating Overhead
M Nzone LSPS Pzone Mzone/M zone Mnode oagd N Knode
units/cycle

2 2.90 32.22% 284 62.76 62.76% 724
4 4.40 48.89% 433 87.26 87.26% 1033
6 4.84 53.78% 475 93.10 93.10% 1091
8 5.24 58.22% 513 96.58 96.58% 1111
10 5.92 65.78% 579 98.44 98.44% 1158

(pLsr); thus, the zone level topology is relatively robusDSR and AODV, a source node searches by flooding. In our
to mobility. When the number of node¥ increasesp,.n. Simulation, N nodes are randomly located inside a square of
decreases, whereag,q. and prsr increase. AsN reaches length 99 units. Each node has a communication range
500, the zone level topology is not affected by the nod20 units. The network is partitioned into nine zones. We run
movement. The virtual links do not break because the netwaHlocation search for every pair of source—destination and find
is so dense that the breakage of interzone physical links cautfeglaverage communication overhead per search in ZHLS. The
by node movement is compensated by the creation of interzanerhead for route search in DSR and AODV is always
physical links due to node movement. because flooding is used.

We proceed to study how the mobility level affects the Table XI depicts how the search overhead varies with the
amount of communication overhead in ZHLS. The sanmumber of nodes in ZHLS and in DSR and AODV. The results
network of 100 nodes is used. It is within a square of lengttonfirm our claim that broadcasting on zone level topology,
99 units and is partitioned into nine square zones, each wfich is used by ZHLS, saves more bandwidth than flooding
length 33 units. We run the simulation for a period of 5@sed by DSR and AODV. It is interesting to find that the
simulation cycles and find the average number of LSP’s aasterage overhead in ZHLSL{nrs) is unchanged even if
the average communication overhead per cycle in ZHLS undee number of nodes increases. As shown in Section VII-B,
different levels of mobility». Table X shows that both typesthe average path lengtichanges only slightly with increasing
of LSP’s—node and zone—increase with increasing mobiliyumber of nodes. Sincézuyrs = (M — 1)- average path
level for a network of 100 nodes. However, the zone levéngth,Lyys is scalable when the number of nodes increases.
topology is more robust than the node level topology, as the
percentage of zones generating zone LSP’s is much smaller VIIl. C ONCLUSION

than the percentage of nodes generating node LSP’s. ) .
We have presented a new routing protocol for mobile ad

) hoc networks, called ZHLS. The main idea is to use the
E. Location Search Overhead hierarchical routing approach in a peer-to-peer way for large
In this section, we attempt to compare the amount ofiobile wireless networks.
overhead generated for searching a destination node in ZHLSScarce wireless resource is an important factor in designing
and that in DSR and AODV. In ZHLS, a source node searchasrouting protocol for mobile ad hoc networks. Simulation
for a destination node by broadcasting a location requestdata has shown that, for a network of sixe the amount of
every other zone (broadcasting on zone level topology). tmmmunication overhead in the proposed ZHLS is of the order
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TABLE Xl
COMPARISON OF SEARCH OVERHEAD GENERATED IN ZHLS AND THAT IN DSR AND AODV UNDER DIFFERENT NUMBER OF NODES V. THE NETWORK IS
INSIDE A SQUARE OF LENGTH 99 UNITS AND IS PARTITIONED INTO NINE ZONES EACH NoODE HAS A COMMUNICATION RANGE OF 20 UNITS

Average overhead for Overhead for route search in
No of nodes N | location search in ZHLS DSR and AODV
Lzs L fiooding
100 27.72 100
200 24.30 200
300 23.28 300
400 2273 400
500 22.18 500

of N3/2, whereas that in the flat LSR protocol [5] is of theconstraint. Furthermore, handoff concept is borrowed from the
order of N2, It is clear that ZHLS is more bandwidth efficientcellular networks to design our handoff management [23].
and scales better than LSR.
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