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Abstract

The dynamic broadcast problem is the communication
problem where source packets to be broadcast to all the
other nodes are generated at each node of a parallel com-
puter accordingto a certainrandomprocess, suchasa Pois-
son process. Thelower bounds on the average reception de-
lay required by any oblivious dynamic broadcast algorithm
in a d-dimensional hypercube are Q(d 4 = ) when pack-
etsare generated according to a Poisson process wherepis
theload factor. The best previousalgorithmsfor hypercubes
onlyach|eveQ( 5 ) averagereception delay. In this paper,
we propose dynamlc broadcast algorithms that require op-
timal O(d + 1_p) average reception delay in d-dimensional
hypercubesand ny x ny x - --ng tori with nj = O(1). We ap-
ply the proposed broadcast schemeto a variety of other net-
work topologiesfor efficient dynamic broadcast and present
several methods for assigning priority classes to packets.

1. Introduction

Meshes, tori, hypercubes, and n-ary d-cubes [12] are
among the most popular network topol ogiesfor parallel pro-
cessing, and many commercial and experimental parallel
computers are built based on these networks. Star graphs
[1, 2] and generalized hypercubes [6, 11] are also impor-
tant networks that are recently receiving increasing atten-
tion. Numerous algorithms have been proposed for these
networks[3, 5, 9, 21, 24].

Among the properties and algorithms investigated for
these networks, dynamic broadcast is an important problem
where each nodein aparallel computer generates packetsto
be broadcast to all the other nodesaccordingto acertain ran-
dom process. When dynamic broadcast is the only type of
communication tasks taking place, we define the load fac-
tor (or called throughput factor) of an N-node network as
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where Ag istherate at which the source packetsto be broad-

cast are generated and dqye is the average number of links
per node. For example, the load factor of a d-dimensional
hypercubeis given by

def 2d—1
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the load factor of an n x n mesh is given by

def, n?—1
P =832/

Note that an N-node network will generate AgN broadcast
tasks per unit of time, which require at least AgN(N — 1)
packet transmissions on the average. Since there are Ndaye
directed linksin the network, the utilization of the most con-
gested network links is at least equal to the load factor p.
Note that the utilization is equal to p if and only if copies
of the same source packet of a broadcast task are received
exactly once by each node, and the packet transmissions are
uniformly distributed over al network links. Therefore, a
necessary condition for the stability of dynamic routing and
dynamic broadcast in any network is that the load factor
p < 1, when the source packetsto be routed or broadcast are
generated according to arandom process.

The average broadcast delay is the average time that
elapses between the generation of a source packet at a node
andthetimeitsbroadcast to all the other nodesis completed;
the average reception delay is the average time that elapses
between the generation of a source packet at a node and the
time a particular node receives a copy of the packet, av-
eraged over all nodes. The lower bounds on the average
broadcast delay and average reception delay required by any
oblivious dynamic broadcast algorithm for ad-dimensional
hypercube are Q(d + 1=5) when the packets to be broad-
cast are generated a(:cordp ing to a Poisson process[13]. Sta-
moulis and Tsitsiklis [13] proposed a direct scheme based
on d completely unbalanced spanning trees and an indi-
rect scheme based on d edge-digjoint spanning trees for dy-
namic broadcast in hypercubes. Their direct scheme re-
quires O(l%p) average broadcast delay and reception de-

lay; their indirect schemeis stable only when p < % and re-



quires 0(2%3‘)) average broadcast delay and reception de-
lay. Varvarigos and Bertsekas [14] proposed the dynamic
broadcasting scheme for the d-dimensional N x N x ---n
mesh, which is stable when p < 1/2 — Q(Agdn) and re-
quires O(%) average broadcast delay and recep-
tion delay, where V = (d + 1)(n — 1) when the splitting
of packets is alowed and V = 3d(n— 1) + 1 otherwise.
Varvarigos and Bertsekas [15] also formulated and proved
the dynamic broadcasting theorem for dynamic broadcast
based on partial multinode broadcast (PMNB). Thedynamic
broadcasting algorithm proposed in [15] is stablewhen p <
1 — O(Agd) and requires O(1;) average broadcast delay
and reception delay. Varvarigosand Banerjee[16] al so pro-
posed a direct broadcasting scheme and an indirect broad-
casting scheme for dynamic broadcast in arbitrary network
topologies. Theanalysesgivenin[14, 15, 16] do not useany
approximation. All these previously proposed algorithms
can only achieve suboptimal performance (by a factor of
©(d)) when the load factor is large; some of them cannot
achieve maximum load factor p ~ 1.

In this paper, we propose the priority broadcast scheme
for dynamic broadcast in meshes, tori, hypercubes, n-ary d-
cubes, aswell as any vertex- and edge-symmetric networks.
Our goal is to achieve the maximum possible load factor
p ~ 1 and optimal average reception delay at the sametime
for dynamic routing and dynamic broadcast in these net-
works. We show that dynamic broadcast can be executed in
d-dimensional hypercubesandny x n, x - - - ng tori with opti-
mal O(d + rlp) averagereceptiondelay whenn; = O(1) for
all i. Our dynamic broadcast algorithmfor hypercubesis op-
timal within afactor approximately equal to 1 when theload
factoriscloseto 0 and isoptimal within asmall constant fac-
tor for any other load factor. Moreover, our dynamic broad-
cast algorithms are easy to implement in parallel computers
and are considerably faster than the best previousalgorithms
for networksinvestigated in this paper.

We present algorithms for performing dynamic broad-
cast in tori with exactly balanced traffic over all network
links, which achieves maximum throughput factor p =~
1. We show that, based on our algorithm-reconfigured
communication (ARC) scheme, dynamic broadcast can be
executed in the interior (ng — 2) x (Ng —2) x -+ (Ng —
2) submesh of an n; x Ny x ---ng mesh with maximum
throughput factor 1 — npaxd /N’ and average reception de-
lay O(3 Ly i + T tBe—), Where Nirax = MaXi—12 g
and N’ = %, (n; — 2). The maximum throughput factor of
our proposed algorithm is very close to optimal and is bet-
ter than the best previousresult [14] by afactor of approxi-
mately 2. The average reception delay of our proposed al-
gorithm is asymptotically optima when nmax = O(1) and
p < 1— cdnmax/N’, for any constant ¢ > 1. Moreover, we
show that based on the ARC scheme, multinode broadcast
(MNB) [5] can be executed in & + N — 3 time in the

interior submesh, which is optimal within a factor of 1+
O(dnmax/N'). We propose an efficient method for assign-
ing priority classes to packets, called the optimal priority
assignment method, which can achieves the best possible
performance for dynamic broadcast in any network topol-
ogy. We also extend these techniques and algorithmsto star
graphs[1, 2], generalized hypercubes|[6, 11], homogeneous
product networks [7], and any vertex- and edge-symmetric
network.

In Section 2, we present dynamic broadcast algorithms
in tori and illustrate the central idea of the priority broad-
cast scheme. In Section 3, we introduce the ARC scheme
for dynamicbroadcast and MNB in meshes. In Section4, we
propose the optimal priority assignment method for assign-
ing priority classes to packets in arbitrary network topolo-
gies. In Section 5, we generalize the dynamic broadcast al-
gorithmsto any vertex and edge symmetric network.

2. Dynamic broadcast in tori

In this section, we present a simple oblivious agorithm
for dynamic broadcast in tori and illustrate the central idea
of our priority broadcast scheme.

2.1. STAR and REDO broadcast for tori

For agivendimension|, asimplebroadcast algorithmfor
ad-D n; x ny x --- x ng torus under the single-dimension
communication model [23], where the nodes are allowed to
use only links of the same dimension at any given time, can
be presented as follows:

e At Phase 1, the source node sends the packet to be
broadcast along dimension | + 1 mod d.

e At each subsequent Phaset, t = 2,3,...d, each node
that has a packet forwardsthe packet along dimension
| +t modd.

We can easily modify this algorithm to obtain a nonidling
gueueing version for dynamic broadcast under the all-port
communication model. More precisely, in this modified al-
gorithm all the packets are sent along exactly the same path
asthe preceding simple broadcast algorithm, but anodefor-
wardsall its packetsas soon asthe associated linksare avail -
able. For example, the source node will send the packet to
all its2d neighborsat time 1if al itsoutgoinglinksare avail -
able. Notethat there may be other broadcast or routing tasks
in the network, so some links may be busy. When an asso-
ciated link is not available, the packet is stored in the asso-
ciated output queue and waits for service.

The central idea of our proposed broadcast schemeisto
balance the traffic over al network nodes and links, and
then assign a proper priority class to each packet. Observe



that a broadcast task generates a1 = nj;1 — 1 packets
over dimension-(l + 1) links, a2 = (N2 — 1)m 1 pack-
ets over dimension-(1 +2) links, &y = (m — 1) [/,
packets over dimension-i linksif i > I, and &) = (n; —
N g T ﬂ};inj packets over dimension-i links if i <
I. To balance the traffic, a node needs to select dimension
| =i with certain probability x; for al i =1,2,...,d. When
there is no traffic other than dynamic broadcast tasks, the
probability vector (Xg, Xz, ..., Xq) can be obtained by solving
the following system of d linear equations in d unknowns
s jax = Nzt fori=1,2,....d, whereN = L,y is
the size of the torus. Note that it is guaranteed that the so-
lution satisfies T3 ;x = 1 since Y4 ;4 ; = N— 1 for all
j=1L12,...,d. Clearly, if nj =nforali=1,2,...,d (that
is, the torus is an n-ary d-cube), we have x; = 1/d for all
i =1,2,...,d. When anode has asource packet to be broad-
cast to all the other nodesin the network, it randomly selects
| =i with probability x; and then use the nonidling queue-
ing version of the simple broadcast algorithm. Then the ex-
pected number of packetsto betransmitted on each network
link isthe samefor all links.

The preceding algorithm for the all-port communica
tion model essentially find a broadcast algorithm under the
single-dimension communication model and then rotate the
dimensions of the single-dimension algorithm by | dimen-
sions with probability x; in order to find a broadcast algo-
rithm that utilizes all dimensions uniformly. This strategy
is useful for many problems and is called the Single-To-All
dimensions Rotation (STAR) techniquein this paper. There-
sultant broadcast algorithmis called a STAR broadcast algo-
rithm.

We can generalize the STAR broadcast algorithm as fol-
lows. We first randomly select an order for all the dimen-
sionsi=1,2,...,d fromd! possible orders. Then at Phaset,
t=1,2,...d, each nodethat has a packet sends/forwardsthe
packet along the t!" dimension in the selected order. When
n=nforali=12,...,d, we can select equal probability
x; = 1/d! for each of the d! possible orders to balance the
traffic on network links; otherwise, we may need to solve a
system of d linear equationsind! unknowns. Thereare usu-
ally many solutionsto such asystem of linear equations. We
can choose a solution where some x;, 1 < x; < d!, are equal
to 0 so that only asubset of the d! possible orders of dimen-
sionsare used. This strategy is aso useful and is called the
random even-dimensions order (REDO) technique in this
paper. The resultant broadcast algorithmis called a REDO
broadcast algorithm.

2.2. Thepriority broadcast schemefor tori
A simple way to combine the nonidling queueing disci-

plinewith the priority broadcast schemewe proposeisto as-
sign low priority to the packets that will be forwarded over
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Figure 1. Dynamic broadcast in a 5-ary 2-cube
based on the priority broadcast scheme.

dimension-1 links and assign high priority to the remain-
ing packets. Figure 1 illustrates an example for dynamic
broadcast in a 5-ary 2-cube based on the priority broadcast
scheme.
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To intuitively illustrate the central idea of our priority
broadcast scheme, we analyze the average reception delay
inatoruswith nj = nfor al i (i.e, an n-ary d cube) using
asimple approximation, which assumesthat the arrival pro-
cesses of high-priority packets and of the aggregate packet
traffic at a node can be approximated by Poisson processes.
We assume that all packets have equal length and require
one unit of timefor transmission over linksand let p, bethe
arrival rate of low-priority packets and py be the approx-
imate arrival rate of high-priority packets. Since there are
N/n — 1 high-priority packets and (1 — 1/n)N low-priority
packets generated by a broadcast task, we have py < 1/n
and p = py + pL < 1 when the system is stable. Therefore,
the queuesfor high-priority packets can be approximated by
M/D/1 queues[4, 10] with very small arrival rate sothe aver-
agewaiting timefor a high-priority packet is approximately
equal to Z(%HpH) =0(1/n) = o(1).

Accordingtotheconservationlaw [10], theaveragewait-
ingtimeinaqueuewill not be affected by assigning different
priority classes to packets when the arrival process remains
the same and the assignment of priority classes is indepen-
dent of the servicetime of the packets. Assuming that thear-
rival process of the aggregate packet traffic at anode can be
approximated by a Poisson process, then the average wait-
ing time for packets (including both low-priority and high-
priority packets) in our priority broadcast scheme can be ap-
proximated by using an M/D/1 queue with arrival rate p and
is approximately equal to ﬁ. Thus, the average wait-
ing time for low-priority packetsis approximately equal to
2(1_5)”(n_1) ~ 2(1"_ 55 under such assumption. Note, how-
ever, that about (n— 1)/n of the packets for transmission
over adimensioni link of anode comesfrom the dimension-




i neighbor of that node so that the actual waiting timeiscon-
siderably smaller.

From the preceding dynamic broadcast algorithm, wecan
seethat apacket isforwarded as ahigh-priority packet for at
most [n/2](d — 1) steps and is forwarded as a low-priority
packet for at most | n/2| stepsbeforeitisreceived by anode.
Moreover, since only (slightly less than) 1/n of the total
traffic is high-priority traffic, the average waiting time for a
high-priority packet is a very close to 0. Since the average
waiting time for a low-priority packet is O(rlp), the aver-
age reception delay isgiven by

n

When n is a constant, the average reception delay is O(d +
1%) and is asymptotically optimal from the lower bound
shown in [13] for any oblivious algorithm. As a compari-
son, by generalizing the broadcast scheme proposed in [13]
for dynamic broadcast in n-ary d-cubesor torus, the average
reception delay is O(ldT“p) and is suboptimal by afactor of
O(d) even when n = O(1). Our priority broadcast scheme
also improves on this time complexity and that required by
the dynamic broadcast algorithm proposed in [16] for arbi-
trary network topology by a factor of ©(d) when the load
factor is large. The approximate analysis given in this sec-
tion can be easily generalized to general tori.

3. Dynamic broadcast in meshes

The best previous algorithms for dynamic broadcast in
meshes can only achieve maximum throughput factor p ~
1/2, and it is derived for n x n x ---n mesh only [14]. In
this section, we introduce the algorithm-reconfigured com-
munication (ARC) scheme for efficient multinode broadcast
(MNB) and dynamic broadcast in general meshes (i.e., nj
may not beequal to n;). Thegoal of our routing schemeisto
derive dynamic broadcast algorithms whose maximum pos-
sible throughput factor p isas closeto 1 as possible.

3.1. The algorithm-reconfigured communication
(ARC) scheme for dynamic broadcast in
meshes

The load factor p of an N-node d-D mesh for dynamic
broadcast with arrival rate A is slightly larger than AN/2d.
However, if we use the dynamic broadcast algorithm pro-
posed in Section 2, the maximum load factor that can be
achieved isno larger than 1/2, even if the traffic is balanced
for the most congested links of different dimensions (which
are the directed links connecting to the surface of the mesh
or to thetop/bottom rowsin a2-D mesh). Sinceall the pack-
etsarerouted along shortest pathsin that algorithm, itisim-
possible to reduce the number of transmissions. In fact, we

can show that no algorithm can achieve load factor larger
than 1/2 for dynamic broadcast in the entire mesh.

In the algorithm-reconfigured communication (ARC)
scheme, we “reconfigure” the mesh by selecting a subset of
nodes in the mesh for computation, in order to improve the
efficiency of communication by afactor of 2. This scheme
isespecially useful for communication-intensivealgorithms
where the network performance and throughput are deter-
mined by the communication time required.

To perform dynamic broadcast, we select the interior
(N1 —2) x (g — 2) x -+~ (ng — 2) submesh for the purpose
of computation. Then, when a source packet arrives, we
first route it outside the submesh along a certain dimension
i, and then broadcast it to the surface hyperplanethat is out-
side the submesh and is orthogonal to dimension i. In other
words, if the source node is (y1,¥>,---,Yq), then we route
the packet to node (yi1,Y2,...,¥i-1,1,Yii1,.--,Yq) (Or node
(yl,yZ,"'7yi71,ni7yi+17"',yd) if Vi > ni/2),
and then broadcast it to nodes (21,2, ...,z _1,1,7 1, ..., Z4)
(or (1,2, ..-,Z_1,Ni,Z 11, ---,2Zq), respectively) for al z =
2,3,...,n; — 1. Finaly each node in the hyperplane that has
acopy of the source packet broadcastsit back into the sub-
mesh along dimension i. Note that we should use the non-
idling queueing version of this broadcast algorithm for dy-
namic broadcast. Figure 2 illustrates the ARC scheme for
dynamic broadcast in a2-D 6 x 6 mesh.

When dynamic broadcast isthe only type of communica-
tion taskstaking place, theload factor of theN’-nodeinterior
submeshis

def . N —1
= )\
p B g

where N’ = 1%, (n; — 2). To achieve maximum throughput
p ~ 1, we partition the submesh into ’2“—(; equal parts so that
each hyperplane receives the same number of source pack-
ets per unit of time on the averageto be broadcast. Then the
traffic on all network linksis approximately balanced since
about ZN—C', broadcast packets (excluding the source packet that
isrouted out of the submesh) will be sent across each link of
the submesh every N’ broadcast tasks. Then, whenp < 1—
dnmax/N’, the utilization of al the network links is smaller
than 1 so that the system is stable. Note that we can fur-
ther improve the maximum possible throughput dightly by
routing the source packet to the outside row or hyperplane
along paths that generate more balanced traffic, at the ex-
penseof somewhat larger averagereception delay. Notealso
that this interior submesh is the largest submesh that can
achieve maximum throughput factor close to 1. Any sub-
mesh larger than this can only achieve maximum throughput
factor p < 3/4.
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Figure 2. Dynamic broadcast in a 6 x 6 mesh
based on the algorithm-reconfigured com-
munication (ARC) scheme. (a) The source
packet is routed out of the interior 4 x 4 sub-
mesh as ahigh-priority packet. (b) The packet
is broadcast along the bottown row of the 6x 6
mesh. (c) The packets are broadcast back to
the 4 x 4 submesh along dimension 1.

3.2. The algorithm-reconfigured communication
(ARC) schemefor MNB in meshes

The dynamic broadcast algorithm for meshes can be
modified to obtain a multinode broadcast (MNB) algorithm
fortheinterior (n; —2) x (N —2) x - - - (ng — 2) submesh that
requires ’2“—(; + Nrax — 3time. Wesimply usethe ARC scheme
to broadcast al packets with proper scheduling. We can
show that sincetimenmax — 1, al nodesin the submesh begin
to receive packets from all their 2d links. If nj = Ny, than
some nodes will receive their last packets along dimension
i attime lz\l_c; + Nmax — 3, which is the execution time of the
MNB task. The algorithm is asymptotically optimal within
afactor of 1+ O(dnmax/N’) fromatrivial lower bound %&1
and is, to the best of our knowledge, smaller than the best
previous algorithms reported in the literature [ 14] by afac-
tor of approximately 2 for executing MNB tasksin meshes.

3.3. The priority broadcast scheme for dynamic
broadcast in meshes

It is very easy to combine the priority broadcast scheme
with the ARC scheme for dynamic broadcast in meshes. A
simple method is to assign low priority to the last nj — 3
transmissions (that is, to the packetsthat are broadcast back
to the interior submesh from the surface hyperplane), and
assign high priority to the remaining packets. Similar to
the analysis given in Section 2 for hypercubes and n-ary d-
cubes, we can show that the average reception delay for dy-
namic broadcastintheinterior (N —2) x (Ng—2) x ---(Ng —
2) submeshiis

d
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Figure 3. (a) The completely unbalanced
spanning tree T, rooted at node 0 of a 4-cube.
(b) Optimal priority assignment in the com-
pletely unbalanced spanning tree T;.

whichisasymptotically optimal when nyex = O(1) and p <
1 — cdnmax/N’ for any constant ¢ > 1. The resultant algo-
rithm achievesthe best throughput and delay reported in the
literature for dynamic broadcast in an N’-node submesh.

Our proposed dynamic broadcast algorithm for meshes
achieve maximum throughput factor that is larger than that
of the best previous algorithm for dynamic broadcast in the
entire mesh [14] by afactor of approximately 2.

4. Optimal priority assignment for dynamic
broadcast

In this section, we present several methodsfor assigning
priority classesto packets, including the optimal priority as-
signment method, which achieves the best performance in
terms of the average reception delay for dynamic broadcast.

For the a gorithms presented in this paper, thereare many
ways in which priority classes can be assigned to packets.
We can select several spanning treesof amesh, torus, or hy-
percube and assign different priority classes to the nodesin
the spanning trees. For example, the STAR broadcast algo-
rithm for hypercubeis equivalent to using d completely un-
balanced spanning treesrooted at the source node X, and as-
sign low priority to the packetsthat will be forwarded to the
leaves of the trees. Figure 3a presents a completely unbal-
anced spanning tree rooted at node 0 in a4-cube. The other
3 spanning trees can be obtained by rotating the dimensions
of thelinks (see Section 5).

An efficient but more complicated method, whichwecall
optimal priority assignment, assigns higher priority to pack-
etsthat have more descendantsto be broadcast to. More pre-
cisaly, if Ny and Ny are the numbers of nodes in the sub-
spanning trees rooted at a node for broadcasting packets u
and v, respectively, and Ny, > Ny, then packet u has higher



priority than v at that node. Such assignment can be eas-
ily represented when we use d completely unbal anced span-
ning trees for broadcasting in hypercubes. More precisely,
a packet that has to be transmitted over alink of dimension
i in the j! completely unbalanced spanning tree (i.e., the
spanning tree obtained by rotating the dimensionsfor j — 1
times, see Section 5 or [9, 13] for details) is assigned pri-
ority class (j —i — 1 mod d) + 1. Figure 3b illustrates the
optimal priority assignment for the first completely unbal-
anced spanning tree of node 0 in a4-cube. The average re-
ception delay required using optimal priority assignment is
smaller than that required by the ssmple dynamic broadcast
algorithm presented in 2. Actually, when the assignment of
priority classes does not affect the packet arrival processes
at any node, this assignment achieves the best possible per-
formance in terms of the average reception delay.

When two packets has the same number of descendants,
we can also assign higher priority to the packet that is ol der.
That is, when Ny, = Ny, packet u has higher priority if its
source is generated before that of packet v. To reduce the
average broadcast delay of dynamic broadcast (that is, the
average time required for the last packet to be received in a
broadcast task), we can assign different priority to packets
according to their locations in the spanning tree. For exam-
ple, we can assign nodesin critical paths with higher prior-

ity.

5. Dynamic broadcast in vertex and edge sym-
metric networks

In this section, we propose a dynamic broadcast algo-
rithm for an arbitrary vertex and edge symmetric network.

To obtain a STAR broadcast algorithm for a symmetric
network, we first derive a shortest-path spanning tree T,
rooted at node X for the network. Thiscan be easily done by
flooding the network with packets from node X, and killing
redundant packets when applicable [4]. Then we “rotate”
the dimensions of links in this shortest-path spanning tree
to derivethe other p— 1 shortest-path spanning trees, where
p isthe degree of the network. More precisaly, the shortest-
path spanningtreeT;, i = 2,3, ... p, isobtained by replacing
each dimension-j link at level 0 withthe dimension-(j +i—
1 mod p) link of node X, replacing each dimension-j link
at level 1 (that was connected to the Y node at level 1 of
T4), with the dimension-(j +i — 1 mod p) link of the newly
obtained Y!" node of T; at level 1, and repeating this pro-
cess until all links of T, are replaced. When node X gener-
atesapacket to be broadcast, it randomly selected ashortest-
path spanning tree T, and the network broadcasts the packet
along the spanning tree. By vertex and edge symmetry, we
can see that the traffic is balanced over al network nodes
and links, when the sources are uniformly distributed among
all network nodes. Note that for some networks, some of

the shortest-path spanning trees generated using this method
may be identical and can be removed. Since the packetsare
broadcast al ong shortest-path spanning trees, the averagere-
ception delay is minimized. Similar to the method used in
Section 2, we can a so derive amore general REDO broad-
cast algorithm for vertex and edge symmetric networks.

To combine the preceding broadcast algorithm with our
priority broadcast scheme, we will assign low priority to
packets with fewer descendants, and high priority to there-
maining packets. A simple method is to assign low prior-
ity to packets for the leaves, then to packets with 2 descen-
dants, and so on, until aconstant fraction of thetrafficis as-
signed with low priority. We can use the optimal priority
assignment introduced in the previous section to optimize
the performance. We can also use fewer priority classes and
achieve performance between those of the simple and opti-
mal priority assignment methods.

The dynamic broadcast algorithm proposed in this sec-
tion is simple and powerful and can be applied to a variety
of important networks. In fact, the STAR broadcast algo-
rithmsfor n-ary d-cubesand d-dimensional hypercubespre-
sented in Sections 2 are special cases of this broadcast algo-
rithm, where half of the shortest-path spanning trees gener-
ated for an n-ary d-cube by the preceding method are redun-
dant and have been removed. We can apply this algorithm
to generaized hypercubes[6, 11], and easily show that the
reception delay for dynarnlc broadcast inad- dlmensi onal
radix-r hypercubeis O(d + 1 O(log, N+ =5 ) where
N is the size of the network. eNe can also apply th|s algo-
rithm to star graphs [1, 2] and show that the reception de-
lay for dynarnlc broadcast in ad dimensional star graphis
o(d+ ) = O(mlgl%NN + 135). Both agorithms for the
star graphs and generalized hypercubes are asymptotically
optimal. The lower bounds can be derived in away similar
tothat givenin[13] for thelower bound onthetimerequired
by any oblivious algorithm for dynamic broadcast in hyper-
cubes.

We can also use other spanning trees (e.g., [8, 17]) to ex-
ecute the broadcast task. The most important criterion for
selecting the spanning treesis that the traffic should be bal-
anced among network nodes and linksin order to maximize
the maximum possible throughput. It is also important that
the routing paths are as short as possible in order to reduce
the average reception delay and broadcast delay. Moreover,
it isdesirablethat the spanning trees used have O(N) leaves

or O(N) nodesin the lowest few levels.

Another interesting case is that of homogeneous prod-
uct networks, which are asubclass of product networkswith
identical factor graphs[7]. More precisely, ad-level homo-
geneous product network is the iterated Cartesian product
G x G x --- x G of the same graph G. Hypercubes, n-ary d-

d
cubes, and radix-r generalized hypercubes are all examples



of homogeneous product networks whose factor graphs are
the 2-nodering, n-nodering, and r-node completegraph, re-
spectively. By generalizing dynamic broadcast algorithms
for tori, we can al so obtain dynamic broadcast algorithmsfor
homogeneous product networks. More precisely, we ran-
domly select alevel |, and broadcast the packet within the
(I + 1 mod d)t" factor graph to which the source node be-
longs, and then broadcast the packet using links of the (I +
2mod d)t", (I + 3mod d)t", ..., I'" factor graphs. All (or
part) of the packets transmitted over links of the It factor
graph are assigned low priority and the remaining packets
areassigned high priority. We can also use any other method
introduced in this paper, such as the optimal priority assign-
ment method, for the assignment of priority classesto pack-
ets. We should use the criteriaintroduced in this section for
selecting spanning treesfor dynamic broadcast within afac-
tor graph of the homogeneous product networks. The prior-
ity broadcast scheme proposed in this paper can also be ap-
plied to a variety of other network topologies, such as the
macro-satr networks[23], cyclic networks[20, 22], and hi-
erarchical swapped networks [18, 19], for dynamic broad-
cast with high performance. The details will be reported in
the future.

6. Modified dynamic broadcast algorithms

In this section, we propose several algorithms that can
further improve the performance for dynamic broadcast in
networksinvestigated in this paper.

6.1. Heuristic dynamic broadcast algorithms

In an M/D/p queue [4, 10], a server is idle only when
other serversareidle or have at most one customer; whilein
p M/D/1 queues whose arival processes are independant, it
is possible that some of the serversare idle while the others
have long queues. Therefore, the capacity of the p M/D/1
gueues may be wasted and an M/D/p queue performs much
better than p M/D/1 queueswhen theload factor islargeand
their aggregate arrival rates are the same.

Thedynamic broadcast algorithmspresented in the previ-
ous sections are oblivious and a node with p links performs
like p independant M/D/1 queues. In algorithms proposed
in this subsection, we manage to maintain similar queue
lengthsfor linksof al thedimensionsin order toimprovethe
performance. The central idea of the proposed algorithmsis
that if links of dimensioni havelonger queueon the average
and/or have to transmit more packets in the near future, we
assign smaller probability x; for selecting ending dimension
i (or for the choice of spanning treesthat require moretrans-
missions over dimension-i links of the network), and vice
versa,

To implement the idea, we first define the average unfin-
ished load of a network. Let Tul (i) be the total unfinished
load for network links of dimension i, the number of pack-
ets that have to traverse dimension i links in the network
in order to complete all the currently unfinished broadcast
tasks. Then the average unfinished load for a dimension-i
link, Aul (i), isequal to Tul (i) /N, where N is the number of
dimension-i linksin the network.

Each node X calculates the expected unfinished load,
Euly(i) for each dimensioni,i = 1,2, ..., n, for packets cur-
rently residesin aqueueof node X, whereEulx (i) isthetotal
number of transmissions over network links of dimension i
required to broadcast the packetscurrently in its queues. We
can show that the average value of Eulx (i) over al network
nodes X is equal to Aul (i).

For the obliviousbroadcast algorithmsintroduced in pre-
vious sections, we randomly choose an ending dimension
for STAR broadcast or an order of dimensions for REDO
broadcast (with equal probability when the network is sym-
metric). In the algorithm proposed in this section, node X
assigns probabilities for these orders according to the val-
uesof Eulx(i) in order to make Aul (i) = Aul (j) foranyi # j
at any time. We can show that for sufficiently large integer
s, there exist a set of probabilities for selecting the order of
dimensions such that the expected values of Aul (i) are the
sameforali=1,23, ..., pafter sdots.

In addition to improved performance when the load fac-
tor is large, the requirement for buffersis also reduced by
using this algorithm. Alternatively, a node can estimate the
network traffic by averagingthe queuelengthsamong neigh-
boring or nearby nodes. More detailswill be reported in the
near future.

6.2. Dynamic broadcast with mini-packets

When a packet can be split into several mini-packets, the
performance of dynamic broadcast can be significantly im-
proved for any load factor.

When thetraffic is light, we split the source packet into t
mini-packets and broadcast them along edge-digjoint span-
ningtrees[8, 9], wheret isthe number of edge-disoint span-
ning trees of the network. For example, there are d edge-
digoint spanning treesin ad-dimensional hypercube. When
using this algorithm, it can be easily shown that the aver-
age broadcast delay for dynamic broadcast in hypercubesis
O(1) when p — 0and thetransmission of amini-packet over
anetwork link require 1/d time.

When the traffic is heavy, we can split the source packet
into t mini-packets and broadcast them along edge-digoint
spanning trees, or into d (or p) mini-packetsfor d-D tori (or
degree-p symmetric networks) and broadcast them using the
STAR technique, each with a different ending dimension.
The average reception delay for dynamic broadcast is im-



proved by afactor of ©(d) when p — 1 and thetransmission
of amini-packet over anetwork link require 1/d time.

7. Conclusion

In this paper, we proposed the priority broadcast scheme
for dynamic routing and dynamic broadcast in meshes, tori,
hypercubes, n-ary d-cubes, star graphs, and generalized hy-
percubes, as well as any symmetric network or homoge-
neous product network. In particular, the dynamic broadcast
algorithms we proposed for hypercubes improve the best
previousalgorithmssignificantly and arethe only known al-
gorithmsthat achieveoptimal O(d + =5 ) averagereception
delay. Our dynamic broadcast algorltﬁms for hypercubes
are optimal within a factor approximately equal to 1 when
theload factor is close to 0 and within asmall constant fac-
tor for any other load factor. The proposed algorithms for
Ny X Ny X - -- X Ng tori withn; = O(1), n-ary d-cubeswithn =
O(1), star graphs, and generalized hypercubesachieve max-
imum load factor p &~ 1 and asymptotically optimal average
reception delay. We showed that dynamic broadcast can be
executed in the interior (ng —2) x (N —2) x ---(Ng — 2)
submesh with maximum load factor p close to 1 and opti-
mal averagereceptiondelay. We al so showed that multinode
broadcast (MNB) can be executed in theinterior submeshin
about ~% N q Steps. We also introduced the optimal priority as-
sgnment method for efficient assignment of priority classes
to packets, which achievesthe best possible performancefor
dynamic broadcast in any network topology.

References

[1] Akers, SB., D. Harel, and B. Krishnamurthy, “The star
graph: an attractive aternative to the n-cube,” Proc. Int’|
Conf. Parallel Processing, 1987, pp. 393-400.

[2] Akers, S.B. and B. Krishnamurthy, “A group-theoretic model
for symmetric interconnection networks,” |EEE Trans. Com-
puters, Vol. 38, Apr. 1989, pp. 555-565.

[3] Bertsekas, D.P, C. Ozveren, G.D. Stamoulis, P. Tseng, and
JN. Tsitsiklis, “Optimal communication algorithms for hy-
percubes,” J. Parallel Distrib. Computing, vol. 11, no. 4, Apr.
1991, pp. 263-275.

[4] Bertsekas, D.P. and R. Galleger, Data Networks, Prentice
Hall, Englewood Cliffs, N.J., 1992.

[5] Bertsekas, D.P. and J. Tsitsiklis, Parallel and Distributed
Computation: Numerical Methods, Athena Scientific, 1997.

[6] BhuyanL.N.and D.P. Agrawal, “Generalized hypercube and
hyperbus structures for a computer network,” |EEE Trans.
Comput., vol. 33, no. 4, Apr. 1984, pp. 323-333.

[7] Efe, K. and A. Fernandez, “Products of networks with log-
arithmic diameter and fixed degree,” |IEEE Trans. Parallel
Distrib. Sys., val. 6, no. 9, Sep. 1995, pp. 963-975.

[8] Fragopoulou, P. and S.G. Akl, “Edge-digoint spanning trees
on the star network with applications to fault tolerance,”
IEEE Trans. Computers, vol. 45, no. 2, Feb. 1996, pp. 174-
185.

(9]

[10]

(11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

Johnson, S.L. and C.-T. Ho, “Optimum broadcasting and per-
sonalized communication in hypercubes,” |EEE Trans. Com-
puters, vol. 38, no. 9, Sep. 1989, pp. 1249-1268.

Kleinrock, L., Queueing Systems, Vol. I1: Computer Applica-
tions, John Wiley & Sons, New York, 1976.

Lakshmivarahan, S. and S.K. Dhall, “A new hierarchy of hy-
percube interconnection schemes for parallel computers,” J.
Supercomputing, vol. 2, 1988, pp. 81-108.

Leighton, F.T., Introduction to Parallel Algorithms and Ar-
chitectures: Arrays, Trees, Hypercubes, Morgan-Kaufman,
San Mateo, CA, 1992.

Stamoulis, G.D. and JN. Tsitsiklis, “Efficient routing
schemes for multiple broadcastsin hypercubes,” |EEE Trans.
Parallel Distrib. Sys., vol. 4, no. 7, dul. 1993, pp. 725-739.

Varvarigos, E.A. and D.P. Bertsekas, “Partia multinode
broadcast and partial exchange agorithms for d-dimensional
meshes,” J. Parallel Distributed Computing, vol. 23, no. 2,
Nov. 1994, pp. 177-189.

Varvarigos, E.A. and D.P. Bertsekas, “ Dynamic broadcasting
in parallel computing,” |IEEE Trans. Parallel Distrib. Sys.,
vol. 6, no. 2, Feb. 1995, pp. 120-131.

Varvarigos, E.A. and A. Banerjee, “ Routing schemesfor mul-
tiple random broadcasts in arbitrary network topologies,”
IEEE Trans. Parallel Distrib. Sys., vol. 7, no. 8, Aug. 1996,
pp. 886-895.

Wang, F.-H. and F.-C. Lin “On constructing multiple span-
ning trees in a hypercube,” Information Processing Letters,
vol. 45, no. 4, Mar. 1993, pp. 177-183.

Yeh, C.-H. and B. Parhami, “Swapped networks: unifying
the architectures and algorithms of awide class of hierarchi-
cal paralel processors,” Proc. Int'l Conf. Parallel and Dis-
tributed Systems, 1996, pp. 230-237.

Yeh, C.-H. and B. Parhami, “Recursive hierarchical swapped
networks: versetile interconnection architectures for highly
parallel systems,” Proc. IEEE Symp. Parallel and Distributed
Processing, Oct. 1996, pp. 453-460.

Yeh, C.-H. and B. Parhami, “Cyclic networks — a family of
versatile fixed-degree interconnection architectures,” Proc.
Int’| Parallel Processing Symp., Apr. 1997, 739-743.

Yeh, C.-H. and B. Parhami, “Optimal sorting algorithms on
incomplete meshes with arbitrary fault patterns,” Proc. Int’|
Conf. Parallel Processing, Aug. 1997, pp. 4-11.

Yeh, C.-H., “Efficient low-degree interconnection networks
for parallel processing: topologies, agorithms, VLS lay-
outs, and fault tolerance,” Ph.D. dissertation, Dept. Electrical
& Computer Engineering, Univ. of California, SantaBarbara,
Mar. 1998.

Yeh, C.-H. and E.A. Varvarigos, “Macro-star networks: ef-
ficient low-degree alternatives to star graphs,” IEEE Trans.
Parallel Distrib. Sys., Oct. 1998, to appear.

Yeh, C.-H. and B. Parhami, “Efficient sorting algorithms on
incomplete meshes,” J. Parallel Distrib. Comput., to appear.



