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Abstract

We propose a new class of interconnection networks
called macro-star networks, which belong to the class of
Cayley graphs and use the star graph as a basic building
module. A macro-star network can have node degree that
isconsiderably smaller thanthat of a star graph of the same
size, and diameter that is asymptotically within a factor
of 1.25 from a universal lower bound (given its node de-
gree). We show that algorithms developed for star graphs
can be emulated on suitably constructed macro-stars with
asymptotically optimal slowdown. In particular, we obtain
asymptotically optimal algorithms to execute the multin-
ode broadcast and total exchange communication tasksin
a macro-star network, under both the single-port and the
all-port communication models.

1 Introduction

A large variety of topologies have been proposed and
analyzed in the literature [1, 11, 12, 14, 15, 17, 18, 19,
20, 23, 26, 30, 31] for the interconnection of processors
in parallel computer systems. Among them, the star graph
[1, 2] has received a lot of attention as an attractive alter-
native to the hypercube for parallel computers. The star
graph belongs to the class of Cayley graphs [3], is sym-
metric and strongly hierarchical, and has diameter and node
degree that are superior to those of a similar-sized hyper-
cube. Also, it has been shown that a number of important
algorithms can be performed efficiently on the star graph
[4,5,6,7, 8,13, 21, 22, 24, 25, 27].

Even though the hypercube and the star graph have de-
sirable topological, algorithmic, and fault-tolerance prop-
erties, their node degrees are large when the network sizes
arelarge. To overcomethis problem, constant-degree vari-
ants of these topologies, such as the cube connected cy-
cles (CCC) [23], the de Bruijn graph[20], and the star con-
nected cycles (SCC) [18], have been proposed and shown
to have several desirable properties. Other graphs pro-
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posed as aternatives to the hypercube include the hierar-
chical cubic network (HCN) [14], the hierarchical folded-
hypercube network (HFN) [12], and the recursive hierar-
chical swapped networks (RHSN) [30, 31], all of which
have small degrees and diameters and can efficiently em-
ulate hypercube algorithms.

The purpose of this paper isto develop a new family of
parallel architecturesthat meet the following requirements:
1) small node degree, 2) small diameter, 3) symmetry prop-
erties, 4) efficient emulation of popular topologies, 5) bal-
anced traffic, and 6) suitability for VLS| implementation.
We consider the fourth requirement important since emula-
tion of popular topologies seemsto be the fastest and most
cost-effective way to obtain a variety of algorithms for a
new topology. Sincecongestionisthelimiting factor onthe
performance when the network load is large, balanced uti-
lization of the network links (the fifth requirement) is also
important.

The macro-star (MS) networks introduced in this pa
per form a subclass of Cayley graphs and use the star
graph asabasic building module. M S networks are vertex-
symmetric, hierarchical, and modularized, and their node
degree can be considerably smaller than that of similar-
sized star graphs. MS networks come at various sizes and
degrees, which are determined by two parameters| and n.
An MS(l,n) network has N = (nl + 1)! nodes, degree n+
| —1, and diameter © (logN/ loglogN). Thediameter of an
MS(1,n) network with | = ©(n) isasymptoticaly within a
factor of 1.25 from a universal lower bound. We show that
an MS network can emulate a star graph of the same size
with asymptotically optimal slowdown. Asaconsequence,
we obtain through emulation many efficient algorithmsfor
the M S network, which indicatesits versatility. In particu-
lar, we obtain asymptotically optimal algorithmsto execute
basic communication tasks, such as the multinode broad-
cast and thetotal exchange[9, 13, 22, 28, 29], assuming ei-
ther single-port or al-port communication. We aso show
that the multinode broadcast and the total exchange task
cannot be performed in any interconnection networkswith



similar node degreein time that is asymptotically better by
more than a constant factor than the time required in asuit-
ably constructed M S network, assuming either single-port
or al-port communication. The traffic on all the links of
such M Snetworksis shown to be uniformwithin aconstant
factor for al algorithms considered in this paper.

TheM S networkscomparefavorably to many other pop-
ular topologiesin terms of diameter, node degree, symme-
try, and algorithmic properties, and they appear to be effi-
cient low-degree alternatives to the star graph for the con-
struction of large-scale massively parallel systems.

2 Macro-Star Networks

In this section, we define the macro-star network and in-
troduce some related notation.

A permutation of k distinct symbols in the set {1,2,
..,K} isrepresented by U = ugx = ugUp--- Uy, where u; €
{1,2,...,k} and u; # uj fori # j, 1 <i,j <k Onthe
set of al possible permutations of k symbols, we introduce
the following two types of operators, which are themselves
permutations and will be useful in defining the macro-star
topology and describing its algorithms.

Definition 2.1 (Transposition Generator T):

Given a permutation U = uyk, we define the dimension-
i transposition generator Tj, i = 2,3,...,k, as the operator
that interchanges symbol u; with symbol uq in ug..

In other words, fori =2,3,...,k,
Ti(U) = Ujlzi_1U Uiy 1k,

where the notation uj,:j,, j1 < j2, denotes the sequence
Ujy Uj+1- - Uj,-

Definition 2.2 (Swap Generator S, ) :

Given a permutation U = uy.x, we define the level-i swap
generator S,; as the operator that interchanges the se-
quenceof symbolsu(;_1yn2:n+1 With the sequence of sym-
bolsuynir inupxwhere2<i<landk=nl+1.

Therefore, fori = 2,3,...,1, we have

Shi(Uzk) = UrU_1ynt2ing-1Unt-2:(—1)n+1U2in+1Uins 2:k-

For example, for the permutation | = 1 23 45 67 89, we
have

So(1) = 145236789, Sy3(1) = 167452389,

It can be seen that the sequence of generators §,iT; S,
which stands for the chain function

ShiTiShi(U) = Si(T(Shi(U))),

isequivalent to thetransposition generator Ty, j for j =
2,3,...,n+ 1.

A macro-star network MS(I, n) is a Cayley graph that
has| levels of hierarchy and uses the (n+ 1)-star as a nu-
cleus. In this paper, the integer “n” is exclusively used to
mean the n in the nucleus “ (n+ 1)-star;” the integer “1” is
exclusively used to mean the number of hierarchical levels
in the MS(1,n) network. For convenience, we always let
k= nl 4+ 1, which isthe number of symbolsin the permuta-
tion labeling a node of the MS(1,n) network. We also use
S to signify S, suppressing the dependence on n, unless
explicitly stated otherwise.

Definition 2.3 (Macro-Star MS(1,n) Networks) :

An |-level macro-star network based on an (n+ 1)-star is
defined asthe graph MS(1,n) = (7, E), where 7V = {U =
urklui, uj € {1,2,...,k}, ui #u; fori # j, 1<i, j <k} isthe
set of vertices, and £ = {(U,V)|U,V € ¥V satisfyingU =
TiV)orU=§(V)for2< j<n+1,2<i<lI}istheset
of edges.

Clearly, theMS(I, n) network isadegree-(I + n— 1) reg-
ular graphthat hask! = (nl 4 1)! nodes, each corresponding
to apermutationof {1,2,...,k}. SinceMSnetworksforma
subclass of Cayley graphs, they are vertex-symmetric.

We definetheit block of nodeU asthe sequenceof sym-
bols at positions (i — 1)n+2,(i— 1)n+3,...,in+ 1in the
permutation of node U. According to Definition 2.3, two
nodesU andV of an MS(I, n) network are connected by an
undirected link if and only if the permutation of nodeV can
be obtained from that of nodeU either by interchanging the
first with the ™" symbol of U for some j € {2,3,...,n+1},
or by swapping the first and the it" block of U for somei €
{2,3,...,1}. Theformer correspondsto the actions of trans-
position generators, while the latter correspondsto the ac-
tionsof swap generators. A link connecting nodeU to node
Tj(U),2<j <n+1,will bereferred to asthe dimension-
nucleuslink (or T; link) of nodesU and T;(U). Similarly, a
link connecting nodeU to node S§(U), 2<i <, will bere-
ferredto asthelevel-i inter-cluster link (or § link) of nodes
U and S(U). Therefore, each nodein an MS(l, n) network
is connected to | + n — 1 neighboring nodes through n nu-
cleuslinksand | — 1 inter-cluster links.

In order to better understand the structural and recur-
sive properties of macro-star networks, the following defi-
nitionswill be useful.

Definition 2.4 (Subgraph MS(1,n,u;)) : Let ujy be a
permutation of k— j + 1 distinct symbolsin {1,2, ...k},
where j € {1,2,...,k}. Thenthe graph MS(I,n,u;.) is de-
fined asthe subgraph (14, u;, ) of theMS(1, n) network,
where 1, is the set of nodes of MS(I,n) whose last k —
j + 1 symbols are equal to the sequence uj., and Eujp is
the set of links of MS(1, n) that connect nodesin 17,,..



The sequence of symbols uj will be referred to as the
permutation or label of the subgraph MS(I,n,u;) within
the MS(I, n) network.

Definition 2.5 (Level-i Clusters) : A level-i cluster of the
MS(I,n) network, i = 2,3,...,1, is defined as the subgraph
MS(I,n,ujx), where j = (i — 1)n+ 2, and uj is a permu-
tation of k— j + 1 distinct symbolsin {1,2, ...,k}.

By the definition of the MS network, a level-i cluster
MS(I,n,U—1ynt21) isitself an MS(i — 1,n) network. A
level-2 cluster of the MS(1, n) network isan MS(1, n) net-
work and is identical to an (n+ 1)-star; we will refer to
a level-2 cluster as the nucleus of the MS(l,n) network.
Thenucleuslinks of an MS(1, n) network correspond to the
links within its nucleus (n+ 1)-stars. Also alevel-i inter-
cluster link of an MS(I, n) network, i > 2, correspondsto a
link connecting two level-i clusters within the same level-
(i + 1) cluster in the MS network, where the level-(1 + 1)
cluster refersto the MS(1, n) network itself.

An MS(1,n) network hask! /(k—n)! MS(l — 1,n) sub-
graphs as its level-l clusters, each of which has (k —
n)!/(k—2n)! MS(l — 2,n) subgraphs as its level-(l — 1)
clusters, and so on. Thus, an MS network can be con-
structed recursively from identical copies of smaller MS
networks. Fig. 1 shows the structure of an MS(2,2) net-
work.

level 2 clusters nucleus links

@@Q

inter- cluster links nodes

Fig. 1: The structure of an MS(2,2) network. All clusters that
do not contain symbols 2 and 3 in their permutations have a node
that is connected to some node in cluster MS(2, 2, 23).

3 Packet Routingand Topological Properties

In this section, we present an algorithm for packet rout-
ing and derive some basic properties of the M S network.
3.1 Packet Routing

As shown later (see Subsection 4.1), the MS(1,n) net-
work can emulate an (nl + 1)-star with a slowdown factor
not exceeding 3, assuming single-dimension communica-
tion. Through the emulation of routing algorithms devel-
oped for the star graph [1], we can obtain smplealgorithms
to route a packet between any pair of nodesin an MS(1, n)

network in at most 4.5n + O(1) steps. In this section, we
present aslightly more complicated algorithm that reduces
the routing time to at most 2.5(nl + 1 — 1) steps.

In our presentation, we assume that messages are trans-
mitted as packets, each of which requires one unit of time
(or dot) for transmission over alink. Sincethe M S network
isvertex symmetric, we can assume, without loss of gener-
ality, that the destinationisnode | = 123--- (k— 1)k.

The routing algorithm for the M S networks consists of
two phases, both of which have similaritieswith routing al -
gorithms developed for star graphs. Recall that the rout-
ing algorithm in a star graph, when the destination node is
| = 123---(k— 1)k, can be viewed as “sorting” the sym-
bolsin the permutation of the source node so that symbol |
appears at position j. Similarly, the goa of Phase 1 in the
routing algorithm for an M S network isto place symbol | at
the proxy of position j, defined as follows. Given a permu-
tationt of thel distinct integersintheset {1,2,...,1}, called
theroutingtagt, the proxy of position j, j # 1, isdefined as
position (t(j1+1)—1)-n+ jo+ 2, where jo= j —2 mod n,
ji1=1(j—2)/n],andt(j1+ 1) isthe (j; + 1)-th element of
tagt. (Notethat (j1, jo)(,n) iSthe (I,n) mixed radix repre-
sentation [11] of j — 2, and the proxy of position j is posi-
tion (t(j1 +1) —1,jo)(,n) +2) Position 1isthe proxy of
itself. When Phase 1 iscompleted, each symbol j will have
fallen in its proxy position, the proxy of position j. Then,
during Phase 2 of the routing algorithm, we use swap gen-
erators to rearrange the blocks so that symbols are placed
in the order in which they appear in destination node .

Before giving aformal description of the routing algo-
rithm, we illustrate through the example of Fig. 2 how to
route a packet from source node X(9) = 6 57 23 41 to des-
tination node | = 1234567 in an MS(3,2) network. We as-
sumethat t = (2,3,1) istheinitial value of thetagt (any
choice of theinitia routing tag would do). Since the proxy
of position 6 is position 2, we first interchange symbol 6
with symbol 5. The node holding the packet after the first
hop is X1 = 567 23 41. To put symbol 5 at its proxy po-
sition, we then have to interchangeit with symbol 1. Since
there is no generator in the MS(3,2) network to transpose
the two symbols directly, we first swap blocks 1 and 3 of
node XM using generator S, so that the node holding the
packet after the 2nd hop is node X(? = 5 41 23 67. Note
that the 2nd position of the grey block (Fig. 2) isthe proxy
of position 5 and should remain the proxy of position5 after
being swapped. This can be easily accomplished by updat-
ing the routing tag so that t = (2,1, 3). To complete Phase
1, symbols 5 and 1 are interchanged using the T5 link, and
the new location of the packetisnode X(®) = 14523 67. In
Phase 2, the blocks have to be rearranged so that they ap-
pear in the correct order. Thiscan be donesimply by swap-
ping blocks 1 and 2 in the example of Fig. 2. Thereceiving



node has permutation | = 1 23 45 67, which istheintended
destination.

Phase 1 3 7 P
X' @ 0] (@0,
T23 1‘ 2
x o @ 00 @0

S; .‘. 4
2 1 3
X @ @0 (@9,
Phase 2 T32 I‘ 3
x®
@ @6 00
S, 3
1 2 3
I o [00] [@6

Fig. 2: Packet routing from source node X (9) to destination node
I. Theinitia routing tag chosen ist = (2,3,1), and the inverse
tagis, therefore, t=1 = (3,1,2). Theblack, white, and grey blocks
areproxiesof blocks 3,1, and 2, respectively. Thesmall integers p
that appear at the cornersof the blocksindicatethe proxy positions
for symbols p, p€ {2,3,...,7}.

To formally present the routing algorithm, we let X =
X1.x aways be the permutation of the node currently hold-
ing the packet. We also define x; o = X, —2 mod n and
i =t([(x¢—2)/n] + 1), both of which are updated immedi-
ately after each transmission. We also lett—1 betheinverse
function of t. A block will be referred to as dirty if it con-
tains at least one symbol that is not at its proxy position;
otherwise, it iscalled clean.

Packet Routing Algorithm 4(X, I,t,t=1, MS(l,n))

e Phase 1: While dirty blocks exist, do

-1Lifx =1

x 1.1.1: If block 1 isclean, the packet istrans-
mitted over the & link, where q is cho-
sen so that block q is dirty. We also set
t(t=1(q)) := L and t(t~%(1)) := g, and ex-
change the values of t=1(q) and t=%(1).

* 1.1.2: The packet is transmitted over the T,
link, where p is chosen so that p is not the
proxy of position Xp.

- 1.2

x 1.2.1: If i # 1, the packet is transmitted
over the S link. We also set t(t=1(i)) := 1,

t(t~%(1)) := i, and exchange the values of
t=1(i) and t=1(1).

x 1.2.2: The packet is transmitted over the
Tey g2 link.

e Phase2: Whilet™* # (1,2,...,1), do

— 2.1:1ft71(1) = 1, the packet is transmitted over
the S, link, where g is chosen so that t=(q) #
g. We aso exchange the values of t=1(q) and
t=1(1).

— 2.2: The packet is transmitted over the St*1(1)

link. We also exchangethevaluesof t ~1(t~1(1))
andt=1(1).

Notethat the goal of Phase 1 isto makeall blocksclean.
Also note that Phase 2 is equivalent to packet routing from
source nodet~? to destination node 123...1 in an |-star [1],
and the blocks remain clean during the process.

3.2 Basic Properties

Recall that any permutation can be viewed asaset of cy-
cles[1, 13, 16]. In the cycle notation each symbol’s posi-
tion is that occupied by the next symbol in the same cycle
(cyclically). For example, the cycle notations of 341526
and 6572341 are (31),(245),6 and (6425371), respec-
tively. In order to analyze the time required for the routing
algorithm A4 above, it is useful to introduce a proxy-cycle
notation for the nodes of the M S network. The proxy-cycle
notation issimilar to the cycle notation, with the difference
that now it depends on the values of n and t. In a proxy-
cycle notation each symbol’s proxy position is that occu-
pied by the next symbol in the cycle (cyclically). For ex-
ample, the proxy cycles of 3415267 whenn =2 andt =
(2,3,1) are(32571), (46). Note that symbolstransposedin
consecutiveiterationsthat execute Step 1.2 inthea gorithm
A (without executing Step 1.1) form a cycle in the proxy-
cycle notation. For example, the proxy-cycle notation of
the source node X(©) = 657 23 41 witht = (2,3,1) isgiven
by

(651),2,3,4,7.

Any symbol that islocated at its proxy position appears as
a l-cycle. It can be seen that, if two consecutive symbols
within a proxy cycle are located in the same block of the
source node (e.g., symbols 6 and 5 of node X(© in Fig. 2),
one step sufficesto put the former symbol toits proxy posi-
tion (e.g., routing from X(© to X(1): otherwise (e.g., sym-
bols5and 1 of node X(?), two stepsarerequired (e.g., rout-
ing from XM to X3 in the example of Fig. 2). An upper
bound on the diameter of an MS(I, n) network can be ob-
tained by counting the worst case number of communica
tion stepsin algorithm 4.



Theorem 3.1 The diameter of the MS(l,n) network is no
morethan 2.5(nl +1 — 1).

Proof: If kisodd, the worst case for Phase 1 of the routing
algorithm 4 occurs when the first symbol of the sourceis
1, and all the other symbolsform proxy cycles consisting of
two symbols from different blocks. If k is even, one of the
worst cases occurs when all the symbolsform proxy cycles
consisting of two symbolsfrom different blocks. Thetime
required for Phase 2 isat most | 1.5(1 — 1) |, whichisequa
to the diameter of an |-star [1]. Thus, the execution time of
algorithm 4 is no more than 2nl (total count for executing
Step 1.2) +|nl /2| (for Step 1.1.2) +1 — 1 (for Step 1.1.1)
+11.5(1-1)]. O

Sincethe number of nodesinan MS(1, n) network isN =
k! = (nl 4+ 1)!, we have that

_ B logN
k_n|+1_e<loglogN>’ (1)

which implies the following corollary to Theorem 3.1.

Corollary 3.2 The diameter of an N-node MS network is
©(logN/loglogN).

It can be shown (the proof being similar to that given
in [30]) that the diameter of any M S network is asymptoti-
cally within aconstant factor fromauniversal lower bound,
given its node degree. Moreover, when | = ©(n), theratio
of the diameter over its lower-bound for the MS(1, n) net-
work is asymptotically no more than 1.25.

Even though the diameter of an interconnection network
determinesits delay under light load conditions, congestion
becomes the limiting factor on the performance when the
network load islarge. It istherefore important that the uti-
lization of the links is uniform, at least when the sources
and destinations of the packets are uniformly distributed
over al network nodes. The following theorem shows that
thisis indeed the case for the MS(I, n) network when | =
o(n).

Corollary 3.3 When the sources and destinations of the
packets are uniformly distributed over all nodes of an
MS(1,n) network with | = ©(n) and the routing algorithm
A is used, the expected traffic on the network links is
equally balanced within a constant factor.

Proof: This can be shown by computing the probability
with which each link is used. The expected traffic on all
inter-cluster links (also, on all nucleuslinks) in an M S net-
work isthe same due to symmetry. The expected traffic on
aninter-cluster link isinversely proportional tol — 1, while
the expected traffic on a nucleus link is inversely propor-
tional to n. Thus, the expected traffic is equally balanced
on al the network linkswhen | = ©(n). O

The number | of hierarchical levels in an N-node
MS(I, n) network is given by

_ logN
l _e<nloglogN>' @

Eq. (1) together with Eq. (2) imply that the node degree
d=n+1-1of an MS(l,n) network is minimized when

=0(n)=0 (\/IogN/IogIogN), leading to the follow-

ing lemma.

Lemma 3.4 The node degree of an N-node MS(l,n) net-

work is minimized and is equal to © (\/IogN/IogIogN)
if and only if | = ©(n).

Sincen+1—1<nl =0O(logN/loglogN) for any posi-
tiveintegers nand|, thenodedegree of an N-nodeM S(1, n)

network can take valuein the range from Q (, / MELO';,\,) to
O(logN/loglogN), depending on the particular choice of
the parametersn and I.

Aswewill seelater, the condition| = ©(n), whichleads
to balanced traffic on all network links (Corollary 3.3) and
guarantees minimal node degree (Lemma 3.4) and best di-
ameter over lower-bound ratio, also results in the optimal
emulation of the star graph under both the single dimen-
sion and the all-port communication models (Subsection
4.2). Moreover, the expected traffic is also uniform for
algorithms emulating the star graph, assuming uniformly
generated packets for neighboring nodes (Section 4). Asa
conseguence, all these desirable propertiescan be achieved
at the sametime on an MS(1, n) network with| = O(n).

4 Emulation of Star Graphs

In this section, we show how to emulate algorithms de-
veloped for ak-dimensiona star graph on an MS(1, n) net-
work, wherek = nl 4+ 1. In our emulation algorithm, anode
in the k-star is one-to-one mapped on the node that has the
same permutation in the MS(1, n) network. We show that
algorithms developed for the star graph can be emulated
onthe MS(l,n) network with asymptotically optimal slow-
down, assuming either single-dimension or al-port com-
munication. In other words, the dilation and congestion of
the embedding are asymptotically optimal, and the expan-
sion and load are equal to 1.
4.1 Single-Dimension Emulation

Inthis subsection, we assumethe single-dimension com-
munication (SDC) model, where the nodes are allowed to
use only links of the same dimension at any given time.
This communication model is used in some SIMD archi-
tectures to reduce the cost of implementation, and is also
suitablefor parallel systemsthat use wormholerouting [10,
22]. Many agorithmsdeveloped for the star graph fall into



this category. The following theorem shows that under the
SDC model, the MS network can emulate a k-star with a
dowdown factor not exceeding 3, which is considerably
better than the lowdown factor required by an SCC graph
to emulate a similar-sized star graph.

Theorem 4.1 Any algorithm in a k-star under the SDC
model can be emulated onthe MS(1, n) networkwith a slow-
down factor of 3.

Proof: Thedimension-j linksT; in ak-star can beemulated
by links
Sjp+1Tjo+2S),+15

wherejo=j—2modn, j;=|(j—2)/n|,and j; #0. That
is, each node sends the packet for its dimension-j neigh-
bor viaits 5, 41 link in step 1, then each node forwardsthe
packet received in step 1 viaits T, link in step 2, and fi-
nally each node forwards the packet received in step 2 via
its Sj,4+1 link in step 3. It can be seen that each node re-
ceivesthe packet fromitsdimension- j neighbor (intheem-
ulated star graph) in step 3. m|

Note that the slowdown factor of 3 is also the dilation
for embedding ak-star onto the MS(1, n) network. Theem-
ulation result of Theorem 4.1 permitsusto find simplealgo-
rithmsto execute certain prototype communication tasksin
an M S network. Two basic communication tasks that arise
often in applications are the multinode broadcast (MNB)
and the total exchange (TE) [9, 28, 29]. In the MNB, each
node hasto broadcast a packet to all the other nodes of the
network, while in the TE, each node has to send a differ-
ent (personalized) packet to every other node of the net-
work. MiSi€ and Jovanovi€[22], have proposed strictly op-
timal algorithms to execute both tasks in time k! — 1 and
(k+1)! 4+ o((k+1)")*, respectively, in ak-star with single-
dimension communication. Using Theorem 4.1, the algo-
rithms proposed in [22] giverise to corresponding asymp-
totically optimal algorithmsfor the MS(l, n) network.

Corollary 4.2 Thetotal exchangetask canbeperformedin
time © (NlogN/loglogN) inan N-node MSnetwor k under
the SDC model. This completion timeisasymptotically op-
timal for the total exchange task over all interconnection
networks that have N nodes and degree O(log®N), where
¢ = 0O(1), assuming single-port communication.

Proof: The completion time follows from Theorem 4.1
through emulating the TE agorithm given in [22]. It
is well known that any interconnection network with N
nodes of degree O(log®N) has mean internodal distance

A £(N) = o(g(N)). limy e T(N)/G(N) = 0.

of at least Q(logN/loglogN). Therefore, the total num-
ber of packet transmissions required to execute the TE task
is Q (N2logN/loglogN). Since at most N transmissions
(one per node) can take place simultaneoudly under the
single-port communicationmodel, thecorollary follows. O

When the dimensions of the links used by an algorithm
in the star graph are consecutive, the algorithm can be em-
ulated even more efficiently. For example, we can obtain
an optimal agorithm (within afactor of 1, asymptotically)
to execute the multinode broadcast task in the M S network,
by emulating the corresponding algorithm givenin [22] for
star graphs. Inother word, the multinode broadcast task can
be performed in time N + o(N) in an N-node MS network
under the SDC model.

4.2 Emulation Using All-Port Communication

We now consider the all-port communication model,
where a node is allowed to use al its incident links for
packet transmission and reception at the same time. The
packets transmitted on different outgoing links of a node
canbedifferent. Inwhat follows, we show that theM S(1, n)
network can emulate a star graph of the same size with
asymptotically optimal slowdown.

Theorem 4.3 Any algorithmin a k-star with all-port com-
munication can be emulated on the MS(I, n) network with
a slowdown factor of max(2n,l) + 1.

Proof: In Subsection 4.1, we have shown that an MS(I, n)
network can emulate an (nl + 1)-star with a slowdown of
3 under the SDC model. The emulation algorithm with
all-port communication simply performs single-dimension
emulation for all dimensions at the same time with proper
scheduling to minimize the congestion. There exist several
schedules that guarantee the desired slowdown factor. The
details are omitted. m|

By properly choosing the parameters | and n, we can
emulate a star graph with all-port communication on an
MS(l,n) network with asymptotically optima slowdown
with respect to the node degrees.

Corollary 4.4 Anyalgorithminak-star with all-port com-
munication can be emulated on the MS(1, n) network with
asymptotically optimal slowdown if | = ©(n) [or equiva-
lently, if the node degree is ©(1/logN/ loglogN)].

Proof: It follows from Lemma 3.4, Theorem 4.3, and the

fact that a graph of degree © (\/Iog N/loglog N) cannot
emulate agraph of degree © (logN/ loglogN) with aslow-

down smaller than © (\/IogN/IogIogN), under the all-
port communication model. m|



Notethat the d owdown factor of © (\/Iog N/loglog N)

isalso the congestion for embedding ak-star onan MS(1I, n)
network with | = ©(n). Therefore, no graph that has N

nodes and degree O(\/IogN/IogIogN) can embed an
N-node star graph with asymptotically better congestion
(by more than a constant factor) than that achieved by an
MS(1,n) network with | = ©(n).

Fragopoulou and Akl [13] have given optima ago-
rithms to execute the multinode broadcast and the total ex-
change communication tasks in a k-star with all-port com-
munication in time ©((k — 1)!) and ©(k!), respectively.
Emulating their algorithms leads to the following asymp-
totically optimal algorithms.

Corollary 4.5 The multinode broadcast task can be per-

formed in asymptotically optimal time © (N 'ﬂ%;,%”) in
an MS(I,n) network with | = ©(n). This completion time
is asymptotically optimal for the multinode broadcast task
over all interconnection networks that have N nodes and
degree © <, /logN/loglog N) , under the all-port commu-

nication model.

Corollary 4.6 Thetotal exchangetask canbeperformedin

time® (N lo';%';N) inanMS(I, n) networkwith| = ©(n).
This completiontimeisasymptotically optimal for the total

exchange task over all interconnection networks that have

N nodes and degree © (w/logN/IogIogN), under the all-

port communication model.

Proof: Since the total exchange can be performed in an
N-node star graph in ©(N) time [13], it can be completed

intime O(N\/IogN/IogIogN) inan MS(I, n) network

with N nodesof degree© (\ /logN/ loglog N) throughem-
ulation (Theorem 4.3), assuming all-port communication
and | = ©(n). It is well known that the mean internodal
distance of an N-node graph with degree © (log®N), where
c = O(1), is at least Q(logN/loglogN). Since the to-
tal number of packets that have to be exchanged to per-
form atotal exchangeis N2 — N, the total number of packet

transmissionsisat least equal to Q (NZ\/IogN/IogIogN) .
Since the total number of transmissions that can take
place simultaneoudly in an N-node interconnection net-

work of degree © (\/IogN/IogIogN) is at most equal to
0] (N IogN/IogIogN) with the all-port communication

model, thetimerequiredto performthetotal exchangemust
be at least

NzlogN

Q(NW‘@N ):Q(N,/m%'s,\l).

oglogN

This lower bound is of the same order of magnitude with
the time required to emulate the total exchange algorithm
[13] developed for the star graph on the MS(1, n) network
with| = ©(n). m|

5 Scaling up the M S Networks

In this section, we briefly present several ways to scale
up an M S network with a smaller step size, while preserv-
ing many of its desirable properties.

The first method is to provide more flexible connectiv-
ity at thetop level. Consider anetwork that consistsof (k+
n’)! /k! identical copies of the MS(I,n) network. A node
in this network is represented by k + n’ symbols, where
1 < n’ <n. Each nodein this variant network is connected
through an additional link to a new neighbor whose permu-
tation is obtained by swapping the first n’ symbolswith the
last (additional) n’ symbols of the node label. Most of the
results derived in this paper (for example, the emulation al-
gorithms presented in Subsections 4.1 and 4.2) can be ap-
plied to this variant topology either directly or with minor
modifications. The algorithm described in Section 3 to per-
form routing can a so be used with minor modifications, by
viewing the last n’ (additional) symbols of a node as block
| 4+ 1, and the variant topology as an (I + 1)-level MS net-
work. An upper bound on the diameter of the variant topol-
ogy can then be found to be 2.5nl + O(n+1).

We can also scale up an M S network by using strategies
similar to those used in the construction of the clustered star
and incomplete star [19], or using strategies based on Cay-
ley coset graphs[15].

6 Conclusion

In this paper, we have proposed a new class of inter-
connection networksfor modular construction of massively
parallel computers. MS networks have desirable algorith-
mic and topological properties, while using nodes of small
degree, making them considerably less expensiveto imple-
ment. We showed that MS networks have asymptotically
optimal diameter, and we presented an efficient algorithm
to perform routing in them. We also devel oped efficient al-
gorithmsto emul ate the star graph, and asymptotically opti-
mal algorithmsto executethe MNB and TE communication
tasksin an MS network, under both the single-port and the
all-port communication models. In al routing algorithms,
the expected traffic was shown to be balanced on al links
of the MS(l,n) network for | = O(n). We have also gener-
alized the construction of M S networks by replacing each
nucleus star graph with an MS network of the same size.
We believe that the MS network and its variant topologies
can fit the needs of high-performanceinterconnection net-
works, and appear to be efficient low-degree alternativesto
thestar graph for building large-scale parallel architectures.
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