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The “Packing” and the “Scheduling Packet”
Switch Architectures for Almost
All-Optical Lossless Networks

Emmanouel (Manos) Varvarigos

Abstract—This paper proposes two almost all-optical packet  Traffic in high-speed networks can be switched either op-
switch architectures, called the “packing switch” and the “sched- tically, or electronically. Even though optical switching has
uling switch” architecture, which when combined with appro- 54y antages for circuit switching, it is generally considered

priate wait-for-reservation or tell-and-go connection and flow difficult t bi ith ket itchi This is b o
control protocols provide lossless communication for traffic that imcult to combine with packet switching. IS 1S becaus

satisfies certain smoothness properties. Both switch architectures efficient packet switching requires substantial packet storage,
preserve the order of packets that use a given input—output pair, which is difficult to implement with current optical technology
and are consistent with virtual circuit switching. The scheduling (optical storage, using optical fiber loops with optical ampli-

switch requires 2klog I + k* two-state elementary switches (0r fiorg ang optical switches, is bulky and expensive compared
2klog T + 2klog k elementary switches, if a different version is ; ’
to electronic storage).

used) wherek is the number of inputs and 7' is a parameter ; . o .
that measures the allowed burstiness of the traffic. The packing ~ Networks using optical switching offer the potential of
switch requires very little processing of the packet header, and larger transmission speeds than networks using electronic
usesk”log T + klogk two-state switches. We also examine the switching by eliminating the need for optical-to-electronic
suitability of the proposed architectures for the design of circuit (O/E) and electronic-to-optical (E/O) conversion of the data

switched networks. We find that the scheduling switch combines . - . - .
low hardware cost with little processing requirements at the signal at intermediate switches, the so-cakéeLtronic bottle-

nodes, and is an attractive architecture for both packet-switched Neck For packet switching, however, O/E conversion is still

and circuit-switched high-speed networks. required in order to process the packet header (see [12], [5],
Index Terms—All-optical packet and circuit switches, flow and [7]); switches in which the data remains in the optical
control protocols, lossless communication. domain while the packet header is processed electronically

will be referred to asalmost all-optical switchesIn this
paper we describe two switch architectures, called the packing
switch and the scheduling switch architectures, to efficiently
HE rapid developments in optoelectronics technologyerform packet switching in almost-all optical networks. We
have substantially increased system transmission rateslso examine the suitability of these architectures for circuit-
optical communication networks since the first systems weswitched networks.
installed a decade ago. The first 8 Gb/s system and the firsThe objectives that we set for the “packing switch” and
16 Gbh/s system were demonstrated in AT&T in the 1980the “scheduling switch” architectures when used as packet
In Japan, several companies (including NEC, Fujitsu, Hitactawitches are 1) lossless communication, 2) efficient utilization
and Toshiba) have developed 9.8 Gb/s networks. A large effoftthe capacity, 3) suitability for (almost) all-optical implemen-
also exists in Europe under the RACE support, where a numlbation, 4) consistency with virtual circuit switching, 5) simple
of companies have developed 10 Gb/s networks. In the United no resequencing requirements at the destination, and 6)
States, several gigabit network testbeds have or are curremtigdularity of the design. To meet these objectives both switch
being developed, including among others the AT&T Luckgrchitectures have to be combined with appropriate connection
Net, the Aurora gigabit tetbed, the PARIS network, the Zewusnd flow control protocols, which we also describe.
Project at Washington University at St. Louis, MO, the all- The packing switch and the scheduling switch can provide
optical testbed at Lincoln Laboratories and MIT, the WESTbssless communication for sessions that have certain smooth-
project at Rockwell, and the 40 Gb/s Thunder and Lightningess properties, or sessions that can tolerate the delay induced
network at UCSB. Since the fiber bandwidth is practicallwhen transforming them into smooth sessions through the use
infinite (20 THz), considerably higher bit rates are expectasf input flow control. For bursty sessions, additional delay
to be feasible in the near future. lines, the number of which depends on the degree of burstiness,
are required to provide lossless communication. The packing
and the scheduling switch architectures are modular, so that
Manuscript received April 29, 1998; revised March 1998. This work wathey can be easily expanded to accommodate more burstiness
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T oy, T “ nonlocal reconfiguration required rather infrequently. Also, the

scheduling switch requires little processing of the setup packet,
I I { | making the design particularly suitable for circuit switching.
The admittance of a new connection at a packing switch,
— however, often requires nonlocal reconfigurations, making the
1  (k+L)x(k+L) e Packing Switch unattractive for circuit switching.
crossbar The organization of the remainder of the paper is as fol-

lows. In Section Il, we describe our objectives for the switch
architectures and our assumptions on the traffic. The pack-
) j ing and the scheduling switch architectures are described in
— Sections Il and 1V, respectively. In Section V, we describe
protocols that can be combined with the proposed switch ar-
Fig. 1. A crossbar switch witl external inputs and outputs addrecircu- chitectures to m_eet our quectlves. In SeCtIOI.’I Vi, we'comment
lating loops for storage implementation. on the processing requirements of the switch designs when
used as packet switches. Finally, in Section VII we consider
. . . o the suitability of the packing and the scheduling switch for
of packets that use a given input—output pair; this is mportag&ildmg circuit-switched networks.
for multigigabit networks, where a session may involve the
transfer of millions of packets, making packet resequencing I
at the destination a difficult task if order is not maintained ]
within the network. Switch architectures that use recirculating Y& assume that all packets have the same length and require
loops for optical storage implementation (see Fig. 1) are rfdg€ slot for transmission. Following the discussion in [10], we
modular and tend not to preserve the order of packets. AW the time axis on a link as being divided into frames of
switches that rely on (datagram) deflection routing to providiration equal tol” packet slots. A session is said to have
lossless communication do not guarantee packet arrival in i€ (% 7)-smoothness properst a node if at most packets
correct order. (n € {1,---,T}) of the session arrive at that node during a
The packing switch requirek?log T + klog k elementary frame. By using a leaky bucket scheme [8] to ;ha}pg traffic
2-state switches to build, wherk is the number of input at the source, gnd the stop—a_nd—go queueing d|s_C|pI|ne [10]
ports, and?’ is some parameter that determines the burstP forward traffic at intermediate nodes, a session can be

ness allowed for the sources and the flexibility we ha\}@ade to have thén, T)-smoothness property throughout the

in assigning rates to sessions. It uses a simple schemeni(gwork' The idea behind stop and go queueing is to transmit

assign output slots to the incoming packets so as to minimi packets arriving over the same incoming frame of a link and
Sguesting the same outgoing link during the same outgoing

. : . S [
the processing requirements, while preventing internal pac R . .
collisions withing the switch. The Scheduling Switch consisltféame’ preserving in this way frame integrity and e 1')-

of 2klog T+ k? two-state elementary switches @k los 7'+ smoothne_)ss property at subsequent node_s. The paraﬁﬁe.ter
. . ; o can be viewed as a measure of the burstiness we allow: the
2k log £ elementary switches, if a different version is used).

We describe wait-for-reservation and tell-and-go type (|) rger T is, the more bursty the session is allowed to be. A

. . i having th T)-smoothn roperty h ver
flow and connection control protocols that can be comblnesgSS ont having the(ns, T')-smoothness property has average

with the proposed switch architectures to meet our ob'ectivéglte at most equal tdts = nsC/T, where C' is the link
propos : . Ir o) Capacity. Since capacity can be allocated to a session only at
We also consider implementations of the packing and t

. . . e ! iscrete levels that are multiples 6f/7’, 1" can also be viewed
scheduling switch architectures asrcuit switches When b /

o oo . . as a measure of the flexibility we have in assigning rates to
circuit switching is employed, the frequency with which th%essions y gning

switch state has to be reconfigured is of the order of theWe let n;; be the number of packets that arrive during a
arrival rate of new connections rather than of the order of t Sme ove;Jan incoming link and have to be transmitted

pack_et arrival rate. Wher_1 used_as circuit switchgs, both tgﬁ the same outgoing frame of link Assuming unicast
packing .and. the schedulmg switch are nonblocking, so t%mmunication, we always have

a new circuit connection can always be routed through the
switch as long as there is adequate available capacity on the
desired incoming and outgoing links. We distinguish between
two types for the reconfigurations that may to take place at
a switch to admit a new circuit connection: reconfigurationghere is the number of incoming (or outgoing) links. We
of the local type, where accommodating a new connectioRSSUme that the connection and flow control protocols used
at the switch involves changes only in the state of thguarantee that

. TRAFFIC MODEL

k
Y ony <1, forallie{l,2,-,k} (1)

=1

switch, and reconfigurations of theonlocal type, where k
accepting a new connection at a switch requires changing > ni T, forallje{l,2,-- k} (2)
the state of other switches. We show that the admittance i=1

of a new connection at a scheduling switch involves im other words, we assume that the protocols ensure that the
most cases only a local reconfiguration of the switch, withumber of packets requesting the same outgoing frame is
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Fig. 2. lllustrates the incoming and outgoing frames at a node. Packets arriving in a particular frame of an incoming link that want to use the same
outgoing link are sent over the same frame of the outgoing link.

always less than or equal to the duration of the frame. pfckets requesting the same outpuso that they appear at
(2) holds, a different outgoing slot can be assigned to eadliferent time slots, in a way to be described shortly. The
incoming packet, so that no packets will have to be droppeadultiplexer can then be implemented as a passive coupler that
provided that the switch is able to delay the packets until theiombines the streams of packets arriving over different inputs,
assigned slots arrive (and assuming no transmission erroesjd transmits them over link.
Since the total average rate of sessions using incomingilink As mentioned in Section II, we assume that the flow control
and outgoing linkj is R;; = n;;C/T, (2) can be restated as protocol guarantees that the numbgy,i = 1,2,--- ,k,n;; €

X {0,1,---,T}, of packets that arrive during framg(¢) and

ZRU <C, foral j (3) are transmitted during framé&'(j) of link j satisfy (2) [or,

= - equivalently, (3)], so that there are always enough slots in

) ] ) outgoing frameF(j) to serve all packets that have to be
which simply requires that the sum of the average rates of thensmitted in it. For this to happen, however, it is necessary

sessions using a link should be less than the link capacity. delay a packet arriving in incoming franié(s) until the
Section V, we briefly describe wait-for-reservation and telle of its transmission on outgoing frandé(;) comes. The

and-go type of connectior_1 and flow control protocols th%quired delay can take any value between 1 2ifid- 1 slots,
guarantee that (2) [or equivalently, (3)] holds at all networgnd it can be implemented usir2f’ — 1 optical delay lines

links. of variable lengths between 1 ardd” — 1 slots, for a total
fiber length per incoming link equivalent t6(27 — 1) slots.
ll. THE PACKING SwWITCH For link capacities of the order of 50 Gb/s and ATM-sized
The frames on the incoming and the outgoing links of €lls, the slot duration is approximately 10 ns, and each km of
node will not, in general, be synchronized. We kebe the fiber can store about 500 cells. For= 1024 (that is, 10us
number of incoming (or outgoing) links of a node, anddgt frames), the total Iengfh of the fiber per link needed for storage
be the phase difference between the beginning of the franm@d (27" —1)/500 = 10° km, which is clearly impractical. For
on links¢ andj. To preserve frame integrity, we request thad design using delay lines to be feasible, the number of delay
packets arriving in framé (<) of incoming links and destined €lements has to be reduced. In what follows, we describe a
for outgoing link j, are transmitted in the first framg(j) of ~construction that uses onlyg 7 (as opposed t@7’— 1) delay
link j that starts after the end df(i) (or, more generally, elements per link, with a total fiber length proportionalfo
they are transmitted in thgth subsequent frame, whegeis (as opposed t@77?).
a constant), as shown in Fig. 2. The delay lines that implement the buffering system for a
Fig. 3 shows a block diagram of the Packing Switch aparticular outgoing linkj are depicted in Fig. 4 for the case
chitecture. The output of the demultiplexer at which a pack#t= 4. A 2!-delay block at stagécan be in state 0 or 1. If the
is forwarded is determined based on its virtual path identifibtock is in state O, it does not introduce any delay, while if it is
(VPI) as described in Section VI. ThRackerin Fig. 3 is a in state 1 it introduces delay equal2bslots. In our protocols,
restricted type of time slot interchanger that rearranges tagacket may have to be delayed by anywhere between 1 and
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Fig. 3. lllustrates the packing switch. Only the details corresponding to outputjliake shown.
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Fig. 4. We illustrate the output system for a particular outgoing JinEach delay block can be implemented by a switch and an optical fiber of appropriate
length, as shown in Fig. 5. Depending on the distance between the arriving and the departing slot of a packet, the state of each delay block igpseksd that a
is delayed until its assigned outgoing slot comes. dhedelays are implemented using fibers of appropriate length, and account for the misalignment between
incoming and outgoing frames. Clearly, even though the frames on the outgoing links of a node can be synchronized, if desired, this is unrealistic to as
for the incoming links of the node, since it would require global synchronization and exact knowledge of the lengths of the links connectinghdifesent

2T —1 = 2™ — 1 slots. Clearly, all delays in this range can b&ig. 4. We focus on a particular frant€(j) of an outgoing link
implemented by appropriately choosing the states of the delayConsider a packet A that arrives in slog € {0,1,---,7—
blocks. Since different packets have to be delayed by different of frame F(i), and assume that it is the? packet
amounts, the state of a block will in general change at tldestined for outgoing linkj to arrive in (<) (the integer
end of a slot. However, as long as the arrival pattern on thg,r4 € {1,---,n;}, will be referred to as theank of packet
incoming links remains the same (for example, if the packefg. Then, according to the packing rule, packet A is assigned
of each session arrive periodically in the incoming frames amal slot 4 = Eﬁ;i‘ nyy +ra—Lys € {0,1,---,T — 1},
as long as no new sessions are added), the sequence of stdteélse outgoing framel'(j) (see Fig. 6). As shown in the
used will be the same for successive frames. following theorem, when packets are assigned to outgoing
For the design given in Fig. 4 to work, it is necessary thatots according to the packing rule, no collisions occur at the
two different packets never appear during the same slot attputs of the delay blocks.
the output of a stage. To prevent collisions (see Fig. 5 for Theorem 1: When the packing rule is followed, two packets
an example of such a collision), the assignment of incomingll never appear at the output of a stage during the same slot.
slots (packets) to outgoing slots cannot be arbitrary. In what Proof. Clearly, packets arriving on different incoming
follows, we present an assignment method, calledptieking links will never collide, since they are routed through different
rule, which guarantees that no collisions arise in the systemaélay lines, and they are assigned to different outgoing slots.
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Fig. 5. We illustrate the design of24-delay block. A packet collision may occur in the case where packet B lags packeRAdbgts, and packet A passes
through the upper branch (state 0), while packet B passes through the lower branch (state 2§ edatas block. We prove in Theorem 1 that if the packing
rule is used to assign packets to outgoing slots, two packets will never appear at the output of a stage during the same slot.
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Fig. 6. We illustrate the incoming and outgoing frames at a node. Packets not intended for outgoipcatmkot shown. Packets intended for lipk
are assigned to outgoing slots according to the packing rule described in the text.

Consider two packets A and B that arrive on incoming link We now generalize the previous argument to show that
¢ during slotsz,, andzp of the same frame (i), and they packets A and B cannot collide at the output of any

both have to be transmitted in fran#&;j) of outgoing linkj. stages>0. To show this, we let(zg', 3!, -+, z:t ) and
We letr 4 andrg be their ranks, and we assume (without los&', v, ---, %1 ;) be the binary representations of; and
of generality) thatr., <. According to the packing rule, y4, and (z8,z2,.-- 28 _ ) and (y&,45,---,y2_,) be the
packets A and B are assigned to outgoing slots binary representations afs andyg, respectively. We also let
el T4 [or T3] be the slot, counting from the beginning of frame
Y4 = ij +ry—1 4) (), at which A4 £or 4B; is tragsmltted a}; EheBoSutput %f stage
= s, and we let(t5"°,¢17°, - -, t5°) [or (¢57°,t0 7", -, t°),

respectively] be its binary representation. Since the delay

and ‘ introduced at any subsequent stdge> s, is either0 or 2¢,
& ) 5 Wwe have that(ty ! e, - ) = (ydt, v, - y) for all
Y = Z”“ +rp—1 ®) 7> In other Words at any stage after stagethe s least

=1

significant bits of the slot in which a packet appears are
respectively. For packets A and B to collide at the output d¢dientical to thes least significant bits of the outgoing slot to
stage 0, they should arrive at successive input slots (thatwhich the packet has been assigned and will finally appear.
we should haverp = x4 + 1, which impliesrg = 4 +1 [For example, fors = 0 we havet;" = yg, for all 1> 0,
andyp = y4 + 1), and A should be delayed by 1 slot, whilewhich means that after stage 0, packet A will always appear at
B should not be delayed at all at stage 0. This cannot happa@g output of a stage in an even slot, if its assigned outgoing
because in that casé and B are assigned to successive slotslot ¢, is even, and in an odd slot, if4 is odd.] For packets
in outgoing framel'(j), which implies that they have to beA and B to appear during the same output slot of stage
delayed by the same amount, and their delay at stage 0 musfeeshould have that
the same. Thus, packets A and B cannot collide at the output As LAs A B,s .B,s B.s

7 A 5 =ty 7,07, -, ¢
ofstageO. (0717 7m) (0717 7m)
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Packets appssring during the same siot at the outputs of the Scheduler require
differant outgoing links of the crossbar. This is accompiished while preserving the
order of packets that belong to the same virtual circuit.
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Fig. 7. (a) The scheduling switch architecture. (b) The scheduler is implementédpayallel branches, one for each input. A branch in turn consists
of 2logT — 1 delay blocks, for a total oRklog T — k 2-state switches and couplers.

which can happen only if condition of (2) [or the equivalent condition of (3)] is satisfied.
A A A _ (e e L g In Section V, we_descnpg flow and control protocols which
Yo Yo Us 0 "1 7T Tobs guarantee that this condition holds at all nodes of the network.

B,s ,B,s B,s
R )
(0 Lo TS IV. THE SCHEDULING SWITCH

= (y{f,yf,---,yf). In this section we describe the Scheduling Switch archi-
) tecture, a block diagram of which is shown in Fig. 7. The

Therefore, for packets A and B to collide at the output of staggose of the Scheduler is to rearrange the incoming packets
s, the s least significant bits of.4 andyp should bf identical. gq that packets appearing during the same slot at the outputs of
T_h's implies (sinceys <ys) t?at yB = ya "_F_2S+ ;and [in e Scheduler require different outgoing links of the crossbar
view of (2)~(3)l,rp = ra+2°". 531' the definition of the rank, gyitch. If this property is satisfied by the Scheduler, then the
we then have that > x4 +27F!, which means that there ¢;sspar switch will be able to route each packet to its desired
should be a delay of at leagt** slots between the arrivals outgoing link without any collisions.
of A and B in the incoming framef'(:). Since the first —1  Ap important data structure that will be useful in describing

H s—1 _ o9s
stages reduce this delay by at most2+---+2°"" =2°~1 ne gperation of the Scheduler is that of thiame matrix
slots, the slots at which packets A and B appear at the outRidkined as the: x % matrix N = {n;;} whose (i, j)th is

of stages — 1 will be separated by a distance of at Ieaséqua| to the numben;;,i = 1,2,--- k,j = 1,2,--, k, of
T3 - ) ) ) ) - ) ) ) )

s+1 s _ 9s H i . . . . .
27 — 2% + 1= 2"+ 1 slots. Since stage cannot introduce pacyets that arrive during a given frandé(s) of incoming
delay larger thar2® slots, it follows that packets A and B will ;1 ; and require the same frandé(5) of outgoing link j.

not collide at the output of stage Q.E.D. Definition 1: The critical sum h of a matrix is equal to
The loss introduced by the passive coupler at the right epd,

e _ : ax; j (r;,¢;) wherer; is the sum of the entries of rowc;
of a delay block in Fig. 5 can be avoided by replacing thg the' sum of the entries of columiy and the maximization

passive coupler by a two-state switch. In this case, the stafe$erformed over all rows and columnsj. A row or column
of the switches at the left and the right side of a delay blockiiy sum of entries equal té is called acritical line.

will have to be jointly set. From (2) to (3), we have
An important advantage of the packing rule is that it requires
very little processing at the switch. Indeed, computing the h<T (6)
rank of a packet is very simple and can be done in hardwafer the critical sumi of a frame matrix. This is because the
The packing rule ensures lossless communication when tiamber of packets; arriving over link4 during a frame is
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Fig. 8. A decomposition of a frame matrix as a sum of permutation matrices, and the corresponding assignment of packets to outgoing slots oéthe schedul

always less than or equal B, and the number of packets whose(i, j)th entry is equal to one, ifu;, v;) is used in the
that request a given frame of output liiks guaranteed by the matching, and zero otherwise. Q.E.D.
connection and flow control protocol to be at most equal'to  The following theorem is found in [2].

For any matrix, we use the terime to refer to a row or  Theorem 3: Given any nonnegative integer square matrix
column of the matrix. N with critical sum &, there exists a nonnegative integer
Definition 2: A perfect matrix is a square matrix with matrix £ such thatv + £ is a perfect matrix with critical

nonnegative integer entries and with the property that the ssum h.

of the entries of each line is the same for all lines. Theorems 2 and 3 combined with (6) yield the following
Definition 3: A permutation matrixis any matrix with en- lemma.

tries equal to “0” or “1” with the property that each line of Lemma 2: A frame matrix/V can be written as the sum

the matrix has at most one nonzero entry.
We now give a well-known result which is due to Hall (see

[20, p. 57]). N=> P (7)
Theorem 2 (Hall's Theorem)A perfect matrix can be writ-

ten as a sum oh permutation matrices, where is the sum ¢ ot most7 permutation matrices.

of the entries of its lines. _ _ Fig. 8 shows an example of the decomposition of the frame
The following lemma gives an algorithm for decomposing,atrix N as a sum of permutation matrices.

a perfect mgtrix into a sum of p_ermutation matrices; the basicpyatrix P, is used to determine the packet (if any) that will

idea is to view the decomposition problem as a sequencefpear during slos at each of the outputs of the Scheduler.

bipartite matching problems. In particular, if the(4, j)th entry of matrixP, is equal to one,
Lemma 1: The decomposition of a perfect matrid that then a packet arriving over link and departing over link

has critical sum: as the sum of permutation matrices canjs assigned to theth outgoing slot of the Scheduler. Since

be found inO(k*/?h) time. P, is a permutation matrix, this assignment guarantees that

Proof: The decomposition algorithm consists Gf g packets arriving over the same incoming link or requesting

phases, such that during phases = 1,2,---,h, the sth  the same outgoing link of the switch appear during the same

permutation matrixP, is found. In particular, in phase oytgoing slots of the scheduler. The first property ensures that

an optimal matching is found for bipartite gragly, V, Es)  there will be no collisions at the output of the scheduler when

where U = {uy,up, -, ur} is the set of left nodes, the Scheduler is implemented as a set of parallel delay lines,

Vo= {v1,v3,---,ux} is the set of right nodes, anfl; is a5 indicated in Fig. 7(b), while the second property ensures

the set of edges of the bipartite graph. An ed@e v;) iS  that there will be no collisions at the outputs of the crossbar

present in the sek’; if and only if the (¢, j)th entry of matrix switch. Since there are;; packets arriving over link and

M — %371 P, is nonzero, and row or columnj (or both) is @ requesting linkj, we have freedom in choosing the order in

critical line of matrix A/ — ¥7Z} F,. An optimal matching for which these packets will be assigned to the outgoing slots of

the bipartite grapi(U, V, E,) can be found in timeD(k*/2) the scheduler. The assignment can therefore be chosen so as

[18]. The permutation matrix’, is then defined as the matrixto preserve the order of packets arriving over the same input
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and requesting the same output, satisfying in this way onewhich is at least one round-trip delay earlier than the time
the main requirements of virtual circuit switching. at which the first data packet will arrive. Furthermore, the
The scheduler consists bfparallel branches, each of whichpretransmission delay required for connection setup is often
has the purpose of delaying the packets arriving over a partgignificant compared to the delay requirements of the session.
ular incoming link until their assigned outgoing slot arrivesSince in tell-and-go protocols link capacity is reserved for
Since different packets arriving over a link are assigned tluration only slightly larger than the holding time of a session,
different outgoing slots of the Scheduler, the functionality aind is available for the remaining time, the TGVCD protocol
each branch is identical to that of a time slot interchangdras an efficiency advantage over WRVC protocols. This is
Therefore, each branch can be implemented2byg 7" — 1 particularly important for high-speed networks where propaga-
elementary switches, as shown in Fig. 7(b) and describedtion times are often comparable to the typical holding time of
detail in [15]. sessions. An important advantage of the TGVCD protocol over
datagramdeflection schemes is that it significantly reduces the

V. NETWORK PrROTOCOLS need for packet resequencing at the destination. This is because

The condition of (2) [or the equivalent condition of (3)],deflections in the former occur on a per session basis (or a per
which ensures the lossless character of the design, cansbBsession basis if session splitting is required to find adequate
enforced by using either wait-for-reservation virtual circuit capacity on the outgoing links), while in the latter they occur
(WRVC) protocol or atell-and-go virtual circuit deflection on a per packet basis. Consequently, message reassembly at
(TGVCD) protocol. In both protocols, each sessiéhis the destination, which is one of the main problems of datagram
assumed to arrive at a source with a specified bandwidigflection schemes [17], is easier to accomplish with the tell-
requirementRs. A path with adequate residual capacity i@nd-go virtual circuit deflection protocol: when a session is
then computed at the source based on (possibly outdat&Blt, blocks of data (each of which is in the correct order) have
topology and link utilization information that is available ato be resequenced, instead of individual packets. Moreover, in
the source at that time. After determining a route through tfiée TGVCD protocol, data packets are routed through a switch
network, a setup packet is transmitted over the path to set #@sed on the virtual path identifier (VPI) they carry and the
routing tables and reserve capacity at intermediate nodes/oting tables established by the setup packet, maintaining
a WRVC protocol, a reservation is successful only when (8) this way one of the main advantages of virtual circuit
can be satisfied on all links on the session’s path, and d&witching; in contrast, in datagram deflection schemes, routing
transmission starts only after a positive acknowledgment décisions are made individually for each data packet making
received at the source. Therefore, WRVC protocols can eadfi¢ switch processor a potential bottleneck of the design.
ensure that (2)-(3) hold, but this happens at the expense ofor the TGVCD protocol to work, the time gap between
a roundtrip pretransmission delay required for reservatiorige transmission of the setup packet and the transmission of
In the TGVCD protocol, proposed in [23], the source start§e first data packet from a source has to be larger than the
transmission shortly after transmitting a setup packet to tRg@@ximum number of hops allowed for the session times the
destination, achieving in this way a pipelining between therocessing time of a setup packet at a node. In other words,
setup phase and the data transmission phase, and reducing&dime gap must be at least as large as the minimum time by
pretransmission delay to the minimum possible. If upon thghich the connection setup phase and the data transmission
arrival of the setup packet at the intermediate node the capadifigse should be separated to ensure that data packets do not
available on the preferred outgoing link is not sufficient t@verpass the setup packet. Since we are interested in almost-all
accommodate the session, the setup packet and the data paé€idteal switching, this delay should be large enough to permit
that follow it may have to be routed over a different, longelhe electronic processing of the setup packet, without it being
path; we then say that the sessiondsflected Assuming Overpassed by the data packets, which will mostly remain in
that the total outgoing capacity is equal to the total incomiri§e optical domain (except for their VPI, which will have to
capacity of a node (or equivalently, that the total number & processed electronically).
incoming slots is equal to the total number of outgoing slots
in a frame), adequate capacity can always be made available
on the outgoing links of an intermediate node to accommodate
a new incoming session [23]. This, however, may happen atFor packet switching, the VPI of a packet is required to
the expense of interrupting (preempting) existing sessions tloatermine the desired outgoing link of the packet. The VPI
originate at that node. Also, since the outgoing capacity thedn be obtained by using a splitter at each input of the
is available or may become available through the preemptiswitch to direct a small fraction of the received energy to a
of existing sessions originating at a node may not all beloqdpotodetector. The splitting ratio should be chosen so that the
to the same outgoing link, the session may have to be s@itergy that arrives at the photodetector is sufficient to decode
into two or more subsessions of smaller rates, each of whitte header. This scheme can also be combined witlied
is routed over a different path to the destination. codingtechnique [12] where a smaller rate is used to transmit

WRVC protocols tend to be inefficient in terms of linkthe packet header, allowing the electronic part of the switch to
utilization, because they reserve capacity for more time thaperate at a smaller rate than the data transmission rate. The
the minimum required. This is because capacity is reserved afRl's of the packets arriving during a frame are processed
node starting at the time the setup packet arrives at the nodg,described in Sections Il and IV by the control unit of the

VI. READING THE PACKET HEADER
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Fig. 9. Block diagram of the switch.

switch to determine the state at which each of the two-stateleast2(1) operations are needed to set a switching element
switching elements is set during a slot. The splitters have daring a slot, and there are(k log ") of them), they may still
be followed by delay lines of sufficient length to allow for thebecome a bottleneck of the design if the switch processor(s)
latency incurred by the electronic processing of the VPI ofig not fast enough.
packet (see Fig. 9). In this section we examine the suitability of the packing and
In order to avoid the need for modifying the header of the scheduling switch for building high-speed networks that
packet at each node (which would require an E/O conversigBecircuit switching We assume that the time axis is divided
for the header in addition to the O/E conversion mentionggko frames off” slots each, as described in Section II, but now
above, considerably complicating the switch design), we rg-session (circuit) of rateC/7" is allocatedn. particular slots
quest that a session uses the same VPI for its entire path. TRigach frame for its exclusive use throughout the duration of
is easy to do if we assign to each source a set of VPI's fe session. With circuit switching reading the packet headers
its exclusive use. The owner of an unused VPI can lend gt 5 switch is no longer necessary, since packet arrivals are
to another node, and may request it back when it wants §griodic, with packets of a given session always arriving over
use it. Other ways of d|str|put|ng thg available VPI's are als@a same incoming slot(s) and leaving over the same outgoing
possible, and the only requirement is that a VPI should not BRy(s) of a frame. As a result, the state of the switch has to
used by more than one sessions at any given time (for examplg. e configured only when the setup packet of a new session
we could assign a distinct set of VPI's to each destination; trﬁ?rives, and the time scale at which computations have to be

;oluho_n, however, Iopks inferior to th_e previous one, beca,u &rformed is of the order of the session holding times, rather
it considerably complicates the redistribution of unused VPI an of the order of the packet transmission times. Circuit

switching, however, does not handle bursty traffic efficiently,
VIl. USING THE PACKING AND THE and it requires additional overhead for tearing down a circuit
SCHEDULING SWITCH AS CIRCUIT SWITCHES when completed. Also, a separate control channel (e.g., a given

In the previous sections we have introduced the packil%]ot n each frame) IS _requwed tp Setup cgnn_eptlons. .
and the scheduling Switch as almost-all optical switch archi-Ar? Important ISsue In evglua.\tmg.the suitability of a switch
tectures for building packet-switched multigigabit-per—secorﬂfCh'tecwre for circuit S"V"Ch'”g IS related FO whether or
networks. Packet switching has a number of well-knowret t_he acceptancg of a new circuit connection at. a switch
advantages, but it imposes severe processing requirementE@yires the reconfiguration of the state of that switch only,
the nodes. In our designs, for example, the sequence of stQelt requires the reconflgu_ratlon Qf the stgte of oth.er switches
at which the elementary switches are set during each slot of% Well: Clearly, the packing switch architecture is not well
frame has to be calculated for each frame. For the packifgited for circuit-switched networks, because it requires the
switch this involves computing the rank of the incomingréquent reconfiguration of other nodes in order to admit new
packets (which requires 1 or 2 additions per packet, and cg@nnections at a node. To see that, consider the case where
be performed using counters), and then finding the binafyne€w setup packet arrives at a node requesting an outgoing
representation of the delay between the incoming and thiek that has adequate available capacity. In order to serve the
assigned outgoing slot of a packet. For the scheduling switélW connection, it may be necessary to change the outgoing
o(kS/QT) operations are required to decompose the fran#ots used by the existing connections (because the rank of
matrix as a sum of permutation matrices, and an additiorfie existing connections, defined in Section Ill, may change).
O(kTlogT) operations are needed for setting the switchddis in turn requires reconfiguring the state of the downstream
(the latter is equivalent to onlg?(1) operations per switching switches used by these connections, resulting in a possibly
element per slot, and can be done in parallel for each of tllgge number of changes that have to be performed to accept
k inputs). Even though the above processing requirements Hre new connection at a particular switch (not to mention
close to the minimum possible for packet switching (becauserving the new connection at subsequent switches).
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In what follows we show that accepting new connections ahd the new slack matrix

a scheduling switch requires in most cases only local changes

in the state of the switch. To see that, I8t be the frame EYY = F— 1 — 155 + 1pg,

matrix prior to the arrival of a new connection (or prior to the

departure of an existing one), and leth < T') be its critical we have

sum. As shown in Theorem 3, we can find a (honnegative)

matrix £, to be referred as thglack matrix such thatv + FE MR = EReV 4 NUEW

is equal to a perfect matrix/ of critical sum7". Furthermore,

M can be written as a sum @f permutation matrices, yielding with E"¢% > 0. The number of operations required to update

T MV and E™Y when a new connection is acceptediék).
M=N+E= ZPS' 8) We next §hpw how to delcqm'ppg\d“e“’ into permutation

matrices efficiently, while minimizing the number of existing

connections that have to be reassigned to different outgoing

The permutation matrice®’, s = 1,2,---,T, can be used g|ots. Sinceg;, > 0 ande,,; > 0, there exist permutation matri-

(in the way described in Section IV) to set the state of thessp,, and P, (not necessarily different) in the decomposition

elementary two-state switches so as to serve all the connectigns- 7 p, whose(i, ¢) and (p, j) entries are nonzero and

recorded in frame matri®. Therefore, matrix}/, which will  correspond to dummy connections. If such entries can be found

be referred to as thtarget perfect matrixdetermines through on the same matri®,,, then replacing matri¥,, with matrix
its decomposition into permutation matrices the current state

of the switch. Note also that in addition to the existing P, = o+ Lij — Lig — 1pj + 1y
connections inV, more connections (those corresponding to

the slack matrixF) could also be served without reqUiri“gyieldsadecomposition gf/ ¥ into the sum off’ permutation
any reconfiguration of the switch. matrices, which define the new switch configuration. Note that
When an ongoing connectiofi using input: and outputj in this case, existing connections are assigned to the same
is terminated, no reconfiguration of the switch is required, ardﬂjtgoing slot they were using before, so that only a local
the only computation that has to take place is to update thgonfiguration is required at the switch. If such a matrix
(¢, 7)th entries of matrices/ and £ according taw;; :=7i;—1  cannot be found, then there exist permutation matriégsnd
ande;; :=e;; + 1, respectively. P, such that the, ¢)th entry of P,,, and the(p, j)th entry of
We now consider the case where a new conneclidrom  p are nonzero and correspond to dummy connections. Since
input ¢ to output; is requested, and there is enough availablge matrix P, + P, + 1;; — 1ig — 1, + 1, is perfect with
capacity on outgoing link to accommodate it. For the switchgyitical sum equal to 2, it can be decomposed in tifg>/2)

to be nonblocking, such a request should be served. Singethe sum of two permutation matrices, so that
there exist a slot on inputand a slot on outpuj that were

not previously occupied by a connection, the new frame matrix p . p 1ij — Lig— 1pj + 1, = B + P,. (10)

s=1

Nnew — N 1z ) )
+ L Equations (8)—(10) then give

will also have critical sum less than or equal 1o where . .

1;; denotes thek x & matrix that has all entries equal M™" =P, + B, + Y P.

to zero, except for thé:, j)th entry, which is equal to one. s#EmM,N

If e;; >0, it is clear that the new connection can be served N ) . ]
without reconfiguring the switch. This is because we will thehNiS decomposition provides an assignment of connections

have N1V 4 Evev — A where E%Y:=E — 1;; > 0 to output slots that serves both the new and the existing
and the same target perfect mat and decompasition connections. Note that the only existing connections that
M = ¥T_| P, can be used to determine the outgoing Skgpay_have to l_ae rea55|gned_t0 new outgoing slots are those
at which the new connection is assigned. In other words, Rféviously assigned to outgoing slotsandn. It can be seen
the entries of the slack matri& are viewed as correspondingthat at most — 1 (out of a total of up tatT) of the existing
to dummy connections, the new connection can just replag@nections may have to be reassigned to a new slot, in the
one of the dummy connections, without changing the switdHorst case. The number of arlthmet!c/:2operat|ons required for
configuration. Ife;; = 0, however, establishing a new con-OMputing the new assignments(gk>'*) in the worst case,
nection from input to outputj requires changing the state of2nd these computations have to be performed only when a
the switch (equivalently, changing the target matiik and "N€W Setup packet is accepted. When the sum of the number
its decomposition into permutation matrices). Since a nef Slots used on incoming link and on outgoing linkj is
connection is requested from inpiito output;, the ith row 1€ss than’, it can be shown that no existing connections will
sum and thejth column sum ofN are both strictly less than have to be reassigned. Finally, one can also opt to reject a new
T, and there exisp, g € {1,2,---,k}, such thate,; >0 and connection when its service would require the reassignment of
) ) ) ) ) ) N . . . . . .
eiq > 0. By defining the new target matrix existing connections to different outgoing slot (of course, in
that case the functionality of the switch will not correspond to
MY =M+4+1; — 1, — 1, + 1, (9) that of a nonblocking switch).
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We have proposed two almost-all optical packet switch  syst Baltimore, MD, Mar. 20-22, 1991.
architectures, which when combined with appropriate flow aritB] D. K. Hunter and D. G. Smith, “New architectures for optical TDM

: : P switching,” J. Lightwave Technqglvol. 11, Mar. 1993.
connection control protocols provide lossless communicati “An architecture for frame integrity optical TDM switchingJ”

and packet arrival in the correct order. The packing switch * Lightwave Technal.vol. 11, no. 5/6, 1993.
architecture uses a very simple rule to assign incoming pack& I'?r-]er- ,!-'Sr:;r?nf- G. Gallager, “Time slot interchange using fiber delay
to outgoing slots, and is appropriate for building almost-alig) N. F. Maxemchuk, “Comparison of deflection and store-and-forward

optical packet switches. The scheduling switch has smaller techniques in the Manhattan Street and shuffle-exchange networks,” in
hardware requirements than the packing switch, and it appefi INFOCOM '89, vol. 3, pp. 800-809, Apr. 1989.

. . - , “Problems arising from deflection routing: Live-lock, Lock-
to be an attractive architecture for building both packe out, congestion and message reassembly,Piac. NATO Workshop

switched and circuit-switched almost all-optical high-speed Architecture and High Performance Issues of High Capacity Local and
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